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Abstract

We propose a simple well-balanced method named the slope selecting method which is efficient in both steady state capturing and preserving for hyperbolic system with geometrical source terms having concentrations. Physical problems under consideration include the shallow water equations with discontinuous topography, and the quasi one-dimensional nozzle flows with discontinuous cross-sectional area. This method is an extension from the interface type method developed in Jin & Wen(2004, JCM, 22). The slope selecting method keeps two merits of the previous method. It can be applied when the homogeneous system solver is available and has efficient steady state capturing property. Compared with the previous method, the slope selecting method has two improvements. One is this method also has satisfactory steady state preserving property. The other is this method can be applied to any conservative scheme for the homogeneous system. Numerical examples provide strong evidence on the effectiveness of this slope selecting method for various unsteady, steady and quasi-steady state solutions calculations as well as the flexibility of this method of being applicable to any conservative scheme for the homogeneous system.
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1 Introduction

Hyperbolic systems with geometric source terms arise in many physical applications, including the shallow water equations with bottom topography and the quasi one-dimensional nozzle flow equations with variable cross-sectional area. In this paper we are concerned with the situation when the source terms in the system have concentrations, corresponding to a δ function in the source, which is the case when the bottom is discontinuous for shallow water equations or cross-sectional area is discontinuous for nozzle flow equations. For such system with singular source term, conventional source term approximation methods usually fail to resolve two related numerical issues. The first is steady state capturing, namely given an unsteady state initial condition, a numerical method should be able to produce the numerical steady state solution satisfying the correct steady state conditions. The conventional numerical method may give poor approximations to the steady state equations due to the first order numerical viscosity used at discontinuities [16]. It is shown in [21], [23] the conventional cell average method fails in steady state capturing for such problems. The second is steady state preserving, namely given an exact steady state solution as initial condition, a numerical method should be able to efficiently keep this initial condition as numerical steady state solution. This property is important for a numerical method to be able to correctly calculate quasi-steady state solutions [30]. This issue needs to be carefully studied even when the source terms for the hyperbolic system do not have concentrations. For example, fractional step methods and the pointwise source discretization method are shown to be improper in steady state preserving for shallow water equations when the bottom is continuously variable [30], [19]. We will show in this paper that a method which is efficient in steady state preserving when the source terms for the hyperbolic system do not have concentrations does not necessarily work well for hyperbolic system with source terms having concentrations.

A well accepted strategy for dealing with hyperbolic system with source term is to design so called well-balanced scheme that balances the numerical flux with the source term such that the steady state solution is captured or preserved numerically exactly or with at least a second order accuracy. Many well-balanced schemes have been proposed by many authors in recent years, including well-balanced scheme based on non-conservative product [16] and its extensions [17], [15], [5], [10], [13], [14], LeVeque’s quasi-steady computing scheme [30], kinetic schemes [4], [31], [2], [38], relaxation schemes [32], [8], central schemes [26], HLLE scheme [7] and schemes based on SGM (surface gradient method) [40], [39]. Nonlinear extension of Roe’s linear idea [34] was made in [3], [36], [19], [21]. Many of these methods require the modification of the numerical flux in order to achieve well-balance property of the schemes.

We investigate in this paper a simple well-balanced scheme which has satisfactory roles in both steady state capturing and steady state preserving for hyperbolic system with geometrical source terms having concentrations. Our scheme can effec-
tively calculate the unsteady, steady and quasi-steady state solutions of considered equations. This scheme is an extension of the method in [23]. Based on the same principle of the \textit{interface method} by Jin [21] and the methods in [23], [24], this scheme uses interface values rather than cell averages in the source terms and can be applied when a black-box homogeneous equations solver is available. The main advantages of this type of methods are that they do not require the modification of the numerical fluxes for the nonlinear convection terms, and the added numerical effort is small compared with solving the homogeneous hyperbolic system. The present method has two improvements on the method in [23]. Firstly, the method in [23] is an efficient steady state capturing scheme while it does not deal with the steady state preserving issue. In this paper, our method keeps similar steady state capturing merit, and also has satisfactory steady state preserving role. Secondly, the method in [23] can only apply to Godunov type schemes for the homogeneous equations providing interface values of conserved variables, which are those values by substituting into the flux expression of the hyperbolic system yield the numerical fluxes for the schemes. This is because a key step to obtain the well-balance of the method in [23] is the use of interface values in the source term approximations. However such Godunov type schemes providing interface values are limited nearly to Godunov [12] and Roe [33] method, and exclude many popularly used schemes such as central schemes [20], [27], relaxation scheme [25] and HLLE scheme [18], [9] in which numerical fluxes are directly given without aid of defining interface values of conserved variables. The method in the present paper gets rid of such restrictions and can apply to any conservative scheme for the homogeneous part of the considered hyperbolic system in which only numerical fluxes need to be provided.

We call the method proposed in this paper \textit{the slope selecting method}. Our method hybridizes three important ingredients. Take shallow water equations with discontinuous bottom topography as example. Firstly, we start from the \textit{surface gradient method}(SGM) [40]. SGM is a convenient method which achieves the steady state preserving role for a continuous variable bottom function by incorporating into the conventional cell average method a simple data reconstruction procedure. It uses gradient of water surface level rather than that of water height to reconstruct conserved variables for obtaining numerical fluxes. Secondly, as SGM is no longer reliable for preserving (non-stationary) steady state solution for shallow water equations with discontinuous bottom, we propose a slope selecting strategy which modifies the slopes for water surface level or water height in cells near a bottom discontinuity. This process facilitates the achieving of steady state preserving role of our method, and also provides a suitable way to define the interface values of water height using the cell average values to be used in the source term approximation. Thirdly, we need to apply the same interface type source term approximation proposed in the method [23] in the cell containing a bottom discontinuity, which is indispensable for our method to be efficient in both steady state capturing and preserving for discontinuous bottom problem. Since the interface values of conserved variables needed by the interface type source term approximation are provided by
the slope selecting strategy and numerical fluxes, our method is thus applicable to any conservative scheme providing numerical fluxes for the homogeneous shallow water equations. With the hybridization of these three ingredients, our method is able to achieve satisfactory steady state preserving role for shallow water equations with general discontinuous and variable bottom topography.

For nozzle flow equations, following the same design principle of SGM, we have designed similar data reconstruction strategies which are efficient steady state preserving method when the cross-sectional area in the problem is continuous variable. They are called the density gradient method (DGM) and the energy gradient method (EGM) for isothermal and non-isothermal nozzle flow equations respectively. The hybridization in our slope selecting method for nozzle flow equations with discontinuous cross-sectional area is similar. We combine with the DGM or EGM, the slope selecting strategy and the interface type source term approximation to get a method having satisfactory role in steady state preserving for the nozzle flow equations with discontinuous and variable cross-sectional area.

Furthermore, the steady state capturing role of the method in [23] is preserved in our present method with the improvement that the present method is applicable to more general schemes for the homogeneous hyperbolic systems—any conservative scheme providing numerical fluxes. Similar to the method in [23], the slope selecting method can also correctly calculate both unsteady and steady state solution for the hyperbolic systems with concentration source terms. This slope selecting method can correctly deal with the sub- or super-critical flow case and when adding a transonic fix in the source term approximation can solve well the transonic flow over the concentration.

In section 2, 3 and 4 we introduce our slope selecting method for shallow water equations, isothermal and non-isothermal nozzle flow equations respectively. We give proof for each problem that our method is capable of preserving the steady state solution with any desired accuracy in the simple but important case when the bottom topography or the cross-sectional area is a step function. The fact that our method keeps similar efficiency in steady state capturing as in the method [23] for these problems are demonstrated numerically. Numerical examples show that our method, being widely applicable to conservative schemes for the homogeneous hyperbolic system, gives satisfactory unsteady, steady solutions and also efficiently preserve steady state solutions for these problems.

Similar to SGM, the well-balance of our slope selecting method is generally hold when using both uniform and nonuniform meshes. For simplicity, in this paper we discuss about the uniform meshes. In the following we will use \( x_{j+1/2} \) to denote the grid point, \( \Delta x = x_{j+1/2} - x_{j-1/2} \) the mesh size, \( w_{j+1/2} = w(x_{j+1/2}) \) the interface value of a general quantity \( w \), and \( w_j = \frac{1}{\Delta x} \int_{x_{j-1/2}}^{x_{j+1/2}} w(x) \, dx \) the cell average of \( w \) over the cell \([x_{j-1/2}, x_{j+1/2}]\).


\section{The shallow water equations}

Consider the one-dimensional shallow water equations with topography

\begin{align}
    h_t + (hv)_x &= 0, \quad \text{(2.1)} \\
    (hv)_t + (hv^2 + \frac{1}{2}gh^2)_x &= -ghB_x, \quad \text{(2.2)}
\end{align}

where \( h \) is the depth of the water, \( v \) is the mean velocity, \( g \) is the gravitational constant, and \( B(x) \) is the bottom topography. It is known that the steady state solutions on continuous bottom part is either smooth solutions satisfying

\begin{align}
    hv &= C_1, \quad \text{(2.3)} \\
    \frac{1}{2}v^2 + gh + gB &= C_2 \quad \text{(2.4)}
\end{align}

or the stationary shock.

In \cite{1} the authors studied the shallow water Riemann problem with a bottom step. Since the solution to Riemann problem has self-similarity, the solution reaches steady state across the bottom step immediately after initial time. The analytic solution constructed in \cite{1} is guided by seeking classical solution to the homogeneous shallow water Riemann problem away from the bottom step, which can be connected by proper steady state conditions across the bottom step. These steady state conditions can be interpreted as regarding the bottom step as a steep continuous bottom topography and assuming a smooth flow over the bottom step. Thus the flow at two sides of the bottom step satisfy the momentum and energy conservation, namely the conditions (2.3), (2.4) are satisfied across the bottom step. Moreover, in a smooth steady state transition across the bottom step, the states i.e. subcritical when \( \frac{|v|}{\sqrt{gh}} < 1 \), transcritical when \( \frac{|v|}{\sqrt{gh}} = 1 \) or supercritical when \( \frac{|v|}{\sqrt{gh}} > 1 \) at two sides of the bottom step are limited. They can be both subcritical or be both supercritical, but a direct transition between subcritical and supercritical states across the bottom step is not allowed. This is because in a smooth steady state shallow water flow the transcritical point connecting subcritical and supercritical flow can only be attained at the maximum bottom point. In the same reason, the subcritical or supercritical state can be connected with a transcritical state to compose the smooth steady state flow across the bottom step with the condition that the transcritical state is reached at the higher bottom step side.

With the aid of the above steady state conditions across the bottom discontinuity, we can give the definition of the corresponding steady state solutions to shallow water equations (2.1), (2.2) with discontinuous bottom as follows

\textbf{Definition 2.1} \textit{Steady state solutions to shallow water equations with discontinuous bottom: for a given initial condition to shallow water equations (2.1), (2.2) with discontinuous bottom, the solution will remain unchanged, i.e. the initial condition is the steady state solution for shallow water equations with discontinuous bottom, if}
the initial condition is steady state solution on continuous bottom part, and across the bottom discontinuity the conditions (2.3), (2.4) hold, namely

\[ h_l v_l = h_r v_r, \quad (2.5) \]
\[ \frac{1}{2} v_l^2 + gh_l + gB_l = \frac{1}{2} v_r^2 + gh_r + gB_r, \quad (2.6) \]

where \( h_l, v_l, B_l \) and \( h_r, v_r, B_r \) are the water height, velocity in the initial condition and the bottom function value at two sides of the bottom discontinuity, and one of the following situations occurs

\[ \begin{align*}
   i) & \quad \frac{|v_l|}{\sqrt{gh_l}} < 1, \quad \frac{|v_r|}{\sqrt{gh_r}} < 1, \\
   ii) & \quad \frac{|v_l|}{\sqrt{gh_l}} > 1, \quad \frac{|v_r|}{\sqrt{gh_r}} > 1, \\
   iii) & \quad \begin{cases} 
   \frac{|v_l|}{\sqrt{gh_l}} = 1, & \text{if } B_l > B_r \\
   \frac{|v_r|}{\sqrt{gh_r}} = 1, & \text{if } B_l < B_r.
   \end{cases}
\end{align*} \quad (2.7) \]

Notice when the momentum and energy are conserved across the bottom discontinuity, but the two sides states are subcritical and supercritical respectively, the solution is not in steady state, and will evolve to a physically permissible steady state solution.

The smooth transition across the bottom discontinuity described in Definition 2.1 are not all the possible steady state conditions across the bottom discontinuity. In [6] the authors investigate the resonance phenomenon which is the situation that a stationary shock superposes with the bottom discontinuity. Thus it is possible that a subcritical state being connected with a supercritical state with energy not conserved to compose a steady state flow across the bottom discontinuity. Such a steady state transition across the bottom discontinuity is essentially non-smooth. Nevertheless, it is shown in [1] that the solutions constructed under the smooth steady state conditions across the bottom step described in Definition 2.1 form rich solution patterns. Therefore such problems are commonly encountered in which the solutions evolve to the steady state solutions belonging to Definition 2.1.

In this section, we are concerned with the steady state capturing and preserving for such steady state solutions belonging to Definition 2.1. We design a well-balanced scheme for (2.1), (2.2) which is proved or numerically demonstrated to be efficient in both steady state capturing and preserving. The investigation of numerical scheme suitable for those steady state solutions related to the non-smooth steady state conditions across the bottom discontinuity is of interest in the future study. We notice that the well-balanced scheme built in [6] based on solution of shallow water Riemann problem with a bottom step is generally efficient for computing solution with smooth or non-smooth transition across the bottom discontinuity. But solving the shallow water Riemann problem with a bottom step is a much more complex task than solving the homogeneous Riemann problem. The merits of the interface type methods [23], [24] and the present method, as mentioned before, are that they
only use the conventional scheme for homogeneous shallow water equations. By implementing the well-balanced source term approximation, these methods automatically correctly compute the solutions for shallow water equations with discontinuous bottom topography (for smooth transition across the bottom discontinuity) without involving the complication of recognizing different solution structures corresponding to different initial conditions in the system with singular source term. As demonstrated in Section 2, 3 and 4, the slope selecting method can be easily applied to different hyperbolic system with geometrical source terms having concentrations with the knowledge of the homogeneous system conservative solver.

2.1 The cell-average method

We first present the conventional cell average method for the shallow water equations,

\[ \partial_t h_j + \frac{m_{j+\frac{1}{2}} - m_{j-\frac{1}{2}}}{\Delta x} = 0, \]

\[ \partial_t (hv)_j + \frac{e_{j+\frac{1}{2}} - e_{j-\frac{1}{2}}}{\Delta x} = -gh_j \frac{B_{j+\frac{1}{2}} - B_{j-\frac{1}{2}}}{\Delta x}; \]

where \( B_{j+\frac{1}{2}} = B(x_{j+\frac{1}{2}}) \) and \( m_{j-\frac{1}{2}}, m_{j+\frac{1}{2}}, e_{j-\frac{1}{2}}, e_{j+\frac{1}{2}} \) denote respectively numerical fluxes for water height and momentum at interfaces \( j-\frac{1}{2}, j+\frac{1}{2} \) obtained by solving the homogeneous part of equations (2.1), (2.2).

As is well known, when the bottom function \( B(x) \) is continuous, the cell average method is suitable for steady state capturing but not for steady state preserving. For the purpose of steady state preserving in the context of a continuous bottom function, the SGM [40] is a convenient choice. When \( B(x) \) contains a discontinuity, the cell average method even loses the function of steady state capturing due to the first order numerical viscosity added at discontinuities. This matches with the fact that the shallow water equations in the form (2.1), (2.2), which are referred as mass-momentum formulation in [1], no longer hold valid when the bottom slope becomes infinite.

2.2 An interface type method

We next present our method in [23] using interface values. This method is a hybrid scheme that uses the cell-average method everywhere except at cells that contain a discontinuity of \( B(x) \). In this method we always locate the discontinuity of \( B(x) \) in a cell center. In the following we assume that a discontinuity of \( B(x) \) is contained in the center of a cell \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\). We use \( B_{j+\frac{1}{2}} \) to denote the interface values of \( B \) at \( x_{j+\frac{1}{2}} \).

At the interfaces of the cell \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\), we use a Godunov type solver providing the interface values of water height and velocity which give the numerical fluxes by substituting into the flux expression to solve the homogeneous shallow water equations. Denote the interface values of \( h, v \) at \( x_{j+\frac{1}{2}} \) by such Godunov type solver to be
and denote the numerical fluxes for water height and momentum at interfaces $x_{j\pm\frac{1}{2}}$ by such Godunov type solver to be $m_{j-\frac{1}{2}}, m_{j+\frac{1}{2}}, e_{j-\frac{1}{2}}, e_{j+\frac{1}{2}}$ respectively. Then it holds that

\[
m_{j-\frac{1}{2}} = h_{j-\frac{1}{2}} v_{j-\frac{1}{2}}, \quad m_{j+\frac{1}{2}} = h_{j+\frac{1}{2}} v_{j+\frac{1}{2}},
\]

\[
e_{j-\frac{1}{2}} = h_{j-\frac{1}{2}} v_{j-\frac{1}{2}}^2 + \frac{1}{2} g h_{j-\frac{1}{2}}^2, \quad e_{j+\frac{1}{2}} = h_{j+\frac{1}{2}} v_{j+\frac{1}{2}}^2 + \frac{1}{2} g h_{j+\frac{1}{2}}^2.
\]

Our scheme in [23] in this cell takes the form

\[
\partial_t h_j + \frac{(h_{j+\frac{1}{2}} v_{j+\frac{1}{2}}) - (h_{j-\frac{1}{2}} v_{j-\frac{1}{2}})}{\Delta x} = 0,
\]

\[
\partial_t (hv)_j + \frac{(h_{j+\frac{1}{2}} v_{j+\frac{1}{2}}^2 + \frac{1}{2} g h_{j+\frac{1}{2}}^2) - (h_{j-\frac{1}{2}} v_{j-\frac{1}{2}}^2 + \frac{1}{2} g h_{j-\frac{1}{2}}^2)}{\Delta x} = -g \left( \frac{1}{\Delta x} \int_{x_j-\frac{1}{2}}^{x_j+\frac{1}{2}} \hat{h} \, dx \right) \frac{B_{j+\frac{1}{2}} - B_{j-\frac{1}{2}}}{\Delta x};
\]

where a general hat-function $\hat{q}$ denotes a smooth function in the cell $[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]$ with endpoint values $q(x_i)$ at $x_i (i = j - \frac{1}{2}, j + \frac{1}{2})$.

It remains to explain how to define the function $\hat{h}$ in the cell $[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]$. This function is appropriately chosen so that the well-balance of the scheme is achieved. Define function $H(x)$ in the cell $[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]$ to be the linear interpolant through interpolating points $(x_i, h_i v_i), i = j - \frac{1}{2}, j + \frac{1}{2}$, $G(x)$ in $[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]$ to be the linear interpolant through $(x_i, \frac{1}{2} v_i^2 + gh_i + gB_i), i = j - \frac{1}{2}, j + \frac{1}{2}$, $\hat{B}(x)$ in $[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]$ to be the linear interpolant through $(x_i, B_i), i = j - \frac{1}{2}, j + \frac{1}{2}$. Namely,

\[
H(x_i) = h_i v_i, \quad G(x_i) = \frac{1}{2} v_i^2 + gh_i + gB_i, \quad \hat{B}(x_i) = B_i, \quad i = j \pm \frac{1}{2}.
\]

We then determine $\hat{h}, \hat{v}$ from the identities

\[
H = \hat{h}\hat{v},
\]

\[
G = \frac{1}{2} \hat{v}^2 + g\hat{h} + g\hat{B},
\]

or $\hat{h}$ can be determined by the relation

\[
\frac{1}{2} \frac{H^2}{\hat{h}^2} + g\hat{h} + g\hat{B} = G.
\]

This equation generally has two positive roots, corresponding to subcritical and supercritical states respectively.

The following theorem shows that above hybrid scheme is well-balanced. The proof is given in [23].
Theorem 2.1  Our hybrid scheme (2.12), (2.13) can preserve the steady state conditions (2.3)-(2.4) exactly at cell interfaces at two sides of bottom discontinuity in numerical steady state solution:

\[ h_{j-\frac{1}{2}}v_{j-\frac{1}{2}} = h_{j+\frac{1}{2}}v_{j+\frac{1}{2}}, \]  

\[ \frac{1}{2}v_{j-\frac{1}{2}}^2 + gh_{j-\frac{1}{2}} + gB_{j-\frac{1}{2}} = \frac{1}{2}v_{j+\frac{1}{2}}^2 + gh_{j+\frac{1}{2}} + gB_{j+\frac{1}{2}}. \]

The cell average of \( \hat{h} \) in the source term approximation (2.13) was approximated by composite quadrature rules (e.g. the composite Simpson’s rule), with the values of \( \hat{h} \) at the quadrature points obtained by solving the algebraic equation (2.17) using Newton’s iteration. The values of \( \hat{h} \) are chosen according to sub- or super-critical states of the solution. In the transcritical solution case, a transcritical fix is used to help determining the values of \( \hat{h} \). The details are given in [23].

2.3 The slope-selecting method

We now describe our slope selecting method for shallow water equations (2.1) and (2.2).

In order to maintain steady state preserving property, our method starts from SGM [40]. In the similar way to the interface type method described in the above subsection, our slope selecting method is a hybrid scheme that uses SGM everywhere except modifying the slope definitions and source term approximation near or in the cell containing the bottom discontinuity. In our method we always locate the discontinuity of \( B(x) \) in a cell center. Here we briefly describe the procedure of SGM.

1) In the step of defining the slopes of conserved variables—water height and momentum in each cell. Instead of defining the slope of water height as usually adopted in solving the homogeneous shallow water equations, define the slope(denoted by \( S_k \)) for water surface level \( \eta = h + B \)

\[ S_k = G(\eta_{k-1}, \eta_k, \eta_{k+1}) \]

where \( G \) is a standard slope limiter [29] such as minmod limiter or van Leer limiter. The slope of momentum is still defined since momentum is a constant in the steady state solution.

2) The values of water height on the left and right of the cell interface \( x_{k+\frac{1}{2}} \) are given by

\[ h_{k+\frac{1}{2}}^L = (\eta_k + \frac{1}{2}\Delta x S_k) - B_{k+\frac{1}{2}}, \quad h_{k+\frac{1}{2}}^R = (\eta_{k+1} - \frac{1}{2}\Delta x S_{k+1}) - B_{k+\frac{1}{2}}. \]

The left and right values of momentum are still obtained by the momentum cell average values and slopes. These left and right values of conserved variables
at interface \( x_{k+\frac{1}{2}} \) are used by a homogeneous shallow water equations solver to get the numerical fluxes for water height and momentum \( m_{k+\frac{1}{2}}, \epsilon_{k+\frac{1}{2}} \).

3) Once the numerical fluxes for conserved variables are obtained, one can use the cell average formula (2.10), (2.11) as the numerical scheme.

It is proved in [40] that SGM satisfies the Z-property defined as follows

**Definition 2.2 Z-property:** (i) a numerical scheme provides the exact values of a variable in the flow domain to the stationary case that \( \eta \) being a constant, \( v \equiv 0 \); (ii) the scheme exactly preserves this stationary flow when a centered discretization is used for source terms.

While SGM is efficient in preserving steady state solutions for shallow water equations with continuous bottom, in the following we will show that SGM fails to preserve non-stationary steady state solutions for shallow water equations with discontinuous bottom. Assume that a discontinuity of \( B(x) \) is contained in the center of a cell \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\), and \( B(x) \) is continuous in the neighborhood on each side of \( x_j \). Consider the situation that a non-stationary steady state solution, i.e. the steady state solution in which water velocity \( v \) is non-zero, is reached, and there is no stationary shock existing in the neighborhood of \( x_j \). Denote water height in the steady state solution to be \( h^s(x) \), and water surface level to be \( \eta^s(x) = h^s(x) + B(x) \).

In a non-stationary steady state, \( h^s(x) \) and \( \eta^s(x) \) both are discontinuous across the bottom discontinuity at \( x_j \) in order to satisfy the steady state conditions (2.3)-(2.4). Since no stationary shock exists in the neighborhood, \( h^s(x) \) and \( \eta^s(x) \) are continuous on each side of \( x_j \) locally. Remember the notations specified at the end of Section 1.

Since \( \eta^s(x) \) is discontinuous across \( x_j \), one has that \( \eta^s_{j+\frac{1}{2}} - \eta^s_{j-\frac{1}{2}} \) is a \( O(1) \) quantity with regard to decreasing \( \Delta x \). Due to the continuity of \( \eta^s(x) \) on each side of \( x_j \), it holds that

\[
\eta^s_{j+1} = \eta^s_{j+\frac{1}{2}} + o(1), \quad \eta^s_{j-1} = \eta^s_{j-\frac{1}{2}} + o(1), \quad \eta^s_j = \frac{\eta^s_{j+\frac{1}{2}} + \eta^s_{j-\frac{1}{2}}}{2} + o(1)
\]  

(2.20)

with regard to decreasing \( \Delta x \). In SGM, the slope of water surface level in the cell \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\) is defined by applying a standard slope limiter \( G(\eta^s_{j-1}, \eta^s_j, \eta^s_{j+1}) \). Then the predicted water surface level value on the left of interface \( x_{j+\frac{1}{2}} \) is given by

\[
\eta^s_{j+\frac{1}{2}} = \eta^s_j + \frac{1}{2} \Delta x G(\eta^s_{j-1}, \eta^s_j, \eta^s_{j+1}).
\]  

(2.21)

Denote \( \hat{G}(\eta^s_{j-1}, \eta^s_j, \eta^s_{j+1}) = \Delta x G(\eta^s_{j-1}, \eta^s_j, \eta^s_{j+1}) \), then \( \hat{G}(\eta^s_{j-1}, \eta^s_j, \eta^s_{j+1}) \) is of the form

\[
\hat{G}(\eta^s_{j-1}, \eta^s_j, \eta^s_{j+1}) = (\eta^s_{j+1} - \eta^s_{j-1}) \phi \left( \frac{\eta^s_j - \eta^s_{j-1}}{\eta^s_{j+1} - \eta^s_j} \right),
\]  

(2.22)

where function \( \phi \) is continuous and \( \phi(1) = 1 \).
Together with (2.20), (2.21) and (2.22) gives

\[ \eta_{j+\frac{1}{2}}^{s,L} = \frac{\eta_{j+\frac{1}{2}}^s + \eta_{j-\frac{1}{2}}^s}{2} + \frac{1}{2} \left( \frac{\eta_{j+\frac{1}{2}}^s - \eta_{j-\frac{1}{2}}^s}{2} + o(1) \right) \phi(1 + o(1)) \]
\[ = \frac{3\eta_{j+\frac{1}{2}}^s + \eta_{j-\frac{1}{2}}^s}{4} + o(1). \]

The error between this predicted water surface level value by SGM on the left of \( x_{j+\frac{1}{2}} \) and the exact value is

\[ \eta_{j+\frac{1}{2}}^{s,L} - \eta_{j+\frac{1}{2}}^s = \frac{\eta_{j-\frac{1}{2}}^s - \eta_{j+\frac{1}{2}}^s}{4} + o(1), \]

which is a \( O(1) \) quantity with regard to decreasing \( \Delta x \) since \( \eta_{j-\frac{1}{2}}^s - \eta_{j+\frac{1}{2}}^s \) is.

Figure 2.1 illustration of failure of SGM for predicting water surface level value at interface near bottom discontinuity.

Thus SGM fails to correctly predict one side water surface level value on the interface near the bottom discontinuity for non-stationary steady state solution, in comparison with that it exactly predicts such value for stationary steady state solutions cases. In fact, the principle allows SGM to be able to exactly predict water height value at interfaces for stationary steady state solutions cases is that water surface level is constant in those solutions. Thus it is not surprise that SGM fails in this role for non-stationary steady state solutions with discontinuous bottom function since here water surface level is discontinuous, and fundamentally different
from a constant. Since SGM gives wrong one side water surface level value on the interface, it will also give wrong one side water height value on this interface by subtracting the correct bottom function value. Consequently the resulting numerical flux calculated on this interface by SGM is also wrong. Thus it is impossible for SGM to correctly preserve this non-stationary steady state solution with a discontinuous bottom function. We also notice that even if the numerical fluxes at interfaces are correctly provided, with a cell average source term discretization, SGM still can not correctly preserve such non-stationary steady state solution. This reveals the necessity of incorporating the interface type source term approximation [23] in our method.

Above discussed situation is illustrated in Figure 2.1. In the Figure the water surface level \( \eta \) is discontinuous at \( x_j \) as we discussed above. From the Figure one can clearly see how SGM predicts wrong water surface level value on left side of interface \( x_j+\frac{1}{2} \). The needed slope for water surface level in the cell \( [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \) should be sharper than that given by SGM in order to give correct water surface level value at the interface because this is the case water surface level has a standing discontinuity at \( x_j \).

This gives light to our slope selecting strategy which aims at giving one side values of conserved variables on the interfaces near a bottom discontinuity from the cell average values with a \( o(1) \) error with regard to decreasing \( \Delta x \). We achieve the aim by directly considering how to define the slope for water height in the cell \( [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \). We seek a slope formula \( D(h_{j-1}, h_j, h_{j+1}) \) in the cell, such that by defining

\[
H^L(h_{j-1}, h_j, h_{j+1}) = h_j - \frac{1}{2} \Delta x D(h_{j-1}, h_j, h_{j+1}),
\]

\[
H^R(h_{j-1}, h_j, h_{j+1}) = h_j + \frac{1}{2} \Delta x D(h_{j-1}, h_j, h_{j+1}),
\]

it holds that

\[
H^L(h^*_j - \frac{1}{2}, h^*_j, h^*_j + 1) = h^*_j - \frac{1}{2} + o(1), \quad H^R(h^*_j - \frac{1}{2}, h^*_j, h^*_j + 1) = h^*_j + \frac{1}{2} + o(1),
\]

where \( h^* \) is the steady state water height function in the above discussion for failure of SGM.

By substituting similar expression as (2.20) into above conditions (2.25) and assuming continuity of \( H^L \) and \( H^R \), one gets

\[
H^L(h^*_j - \frac{1}{2}, \frac{h^*_j - \frac{1}{2} + h^*_j + \frac{1}{2}}{2}, h^*_j + \frac{1}{2}) = h^*_j - \frac{1}{2} + o(1),
\]

\[
H^R(h^*_j - \frac{1}{2}, \frac{h^*_j - \frac{1}{2} + h^*_j + \frac{1}{2}}{2}, h^*_j + \frac{1}{2}) = h^*_j + \frac{1}{2} + o(1).
\]

Since there are no constraints on \( h^*_j - \frac{1}{2}, h^*_j + \frac{1}{2} \) except they are non-negative, conditions (2.26), (2.27) require

\[
H^L(a, \frac{a + b}{2}, b) = a, \quad H^R(a, \frac{a + b}{2}, b) = b, \quad \forall a, b > 0.
\]
Since water height is a non-negative quantity, the obtained one side water height value on the interface should be ensured non-negative. So we impose the following conditions on $H_L$ and $H_R$

$$H_L(a, b, c) > 0, \quad H_R(a, b, c) > 0, \quad \forall a, b, c > 0. \quad (2.29)$$

Thus we are seeking a slope expression $D(h_{j-1}, h_j, h_{j+1})$ such that the functions $H_L, H_R$ defined by (2.23), (2.24) at least satisfy the conditions (2.28) and (2.29). There should be many available slope expressions which meet such requirement. For example, it is easily seen from the discussion of the failure of SGM that setting $D(h_{j-1}, h_j, h_{j+1}) = 2G(h_{j-1}, h_j, h_{j+1})$, where $G(h_{j-1}, h_j, h_{j+1})$ is a standard slope limiter, may serve the purpose. Here we propose a different formula. We assume the functions $H_L, H_R$ take the form

$$H_L(a, b, c) = \alpha(a, c)b, \quad H_R(a, b, c) = \beta(a, c)b. \quad (2.30)$$

Then conditions (2.28) require

$$\alpha(a, c) = \frac{2a}{a + c}, \quad \beta(a, c) = \frac{2c}{a + c}.$$ 

Thus the functions $H_L, H_R$ we have found by this way are

$$H_{L,*}(a, b, c) = \frac{2ab}{a + c}, \quad H_{R,*}(a, b, c) = \frac{2cb}{a + c}. \quad (2.30)$$

The corresponding slope expression is

$$D^*(h_{j-1}, h_j, h_{j+1}) = \frac{2h_j h_{j+1} - h_{j-1}}{\Delta x h_{j+1} + h_{j-1}}. \quad (2.31)$$

This is the water height slope formula we propose in the cell $[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]$ from which the predicted one side water height values $H_{L,*}(h_{j-1}, h_j, h_{j+1})$ and $H_{R,*}(h_{j-1}, h_j, h_{j+1})$ on the interfaces $x_{j+\frac{1}{2}}$ satisfy the requirement (2.25) for a non-stationary steady state solution with a discontinuous bottom function. Moreover, it is easily seen that these predicted one side water height values are of $O(\Delta x)$ error when $h^*$ is Lipschitz continuous at two sides of $x_j$, and are exact when $h^*$ is a step function, which is the case when bottom $B$ is a step function. Now that the water height slope has been determined by this formula, there is no need to give slope for water surface level in this cell since the purpose of defining surface gradient in SGM is to provide a reasonable way for giving water height slope.

Besides providing the water height slope in the cell $[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]$ containing a bottom discontinuity, our slope selecting strategy also involves modifying the slope for water surface level in the cells adjacent to this cell. Take the cell $[x_{j+\frac{1}{2}}, x_{j+\frac{3}{2}}]$ for example. Denote $\eta(x)$ to be the water surface level in a solution after initial time. The slope of water surface level provided by SGM in this cell is given by a
standard slope limiter \( G(\eta_j, \eta_{j+1}, \eta_{j+2}) \) applying on the cell average values. However, since the bottom function has a discontinuity at \( x_j \), it should be that \( \eta(x) \) generally is discontinuous across \( x_j \) even when steady state is not reached in the solution. Denote \( \eta^+_j = \eta(x_j^+) \). One can see a reasonable way to define the slope of water surface level in the cell \([x_{j+\frac{1}{2}}, x_{j+\frac{3}{2}}]\) is \( G(\eta^+_j, \eta_{j+1}, \eta_{j+2}) \). The slope specified by SGM turns to be replacing \( \eta^+_j \) in the expression by \( \eta_j \). We assume it is more suitable in principle to define the slope of water surface level in this cell by replacing \( \eta^+_j \) more accurately in the expression \( G(\eta^+_j, \eta_{j+1}, \eta_{j+2}) \). By observing that \( \eta_j \) has a \( O(1) \) error from \( \eta^+_j \), we propose to replace \( \eta^+_j \) by a quantity more close to it. Define
\[
\eta^*_j = H_{R^*}(h_{j-1}, h_j, h_{j+1}) + B_{j+\frac{1}{2}},
\]
(2.32)
where \( H_{R^*} \) is given in (2.30).

Although the conditions (2.25) are obtained for discussing steady state solution, the solution is just assumed discontinuous across the bottom discontinuity and continuous on the two sides in the discussion. Thus the same conditions can be derived for general (unsteady state) solution with the same property. Therefore one has
\[
\eta_{j+\frac{1}{2}} = \eta_{j+\frac{1}{2}} + o(1) = \eta^+_j + o(1).
\]
with regard to decreasing \( \Delta x \).

Thus we propose to set water surface level slope in this cell \([x_{j+\frac{1}{2}}, x_{j+\frac{3}{2}}]\) to be \( G(\eta^*_j, \eta_{j+1}, \eta_{j+2}) \) with \( \eta^*_j \) given by (2.32). We use the minmod slope limiter in this slope selecting strategy. Then the proposed slope for water surface level in this cell becomes
\[
\frac{\text{sign}\{\eta_{j+2} - \eta_{j+1}\} + \text{sign}\{\eta_{j+1} - \eta^*_j\}}{2\Delta x} \min\{|\eta_{j+2} - \eta_{j+1}|, |\eta_{j+1} - \eta^*_j|\}.
\]

The water surface level slope for the cell \([x_{j-\frac{3}{2}}, x_{j-\frac{1}{2}}]\) is similarly defined.

After above discussion, we now summarize our slope selecting strategy near the bottom discontinuity. For a cell \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\) containing a bottom discontinuity in the center, our slope selecting strategy involves setting slopes for this cell and its two adjacent cells. Define
\[
\begin{align*}
  h^*_j - \frac{1}{2} &= \frac{2h_j h_{j-1}}{h_{j+1} + h_{j-1}}, & h^*_j + \frac{1}{2} &= \frac{2h_j h_{j+1}}{h_{j+1} + h_{j-1}}, \\
  \eta^*_j + \frac{1}{2} &= \eta^*_{j+\frac{1}{2}} + B_{j+\frac{1}{2}}.
\end{align*}
\]
(2.33)
(2.34)

In the cell \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\) we directly define the water height slope to be
\[
\frac{h^*_j + \frac{1}{2} - h^*_j - \frac{1}{2}}{\Delta x}.
\]
In the two adjacent cells we set the water surface level slopes to be
\[ S_{j-1} = \frac{\text{sign}\{\eta_{j-1} - \eta_{j-2}\} + \text{sign}\{\eta_{j-\frac{1}{2}} - \eta_{j-1}\}}{2\Delta x} \min\{|\eta_{j-1} - \eta_{j-2}|, |\eta_{j-\frac{1}{2}} - \eta_{j-1}|\}, \]
(2.35)
\[ S_{j+1} = \frac{\text{sign}\{\eta_{j+2} - \eta_{j+1}\} + \text{sign}\{\eta_{j+\frac{1}{2}} - \eta_{j+1}\}}{2\Delta x} \min\{|\eta_{j+2} - \eta_{j+1}|, |\eta_{j+\frac{1}{2}} - \eta_{j+1}|\}. \]
(2.36)

The slopes for momentum in these cells are not changed. They are kept the same as in SGM as well as in solving homogeneous shallow water equations.

After implementation of the slope selecting strategy, another modification from SGM in our method is to incorporate the interface type source term approximation [23] in the cell \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\) containing a bottom discontinuity in the center. Consider the situation that our method uses a conservative scheme for the homogeneous shallow water equations with only numerical fluxes provided. We need to use the slope selecting strategy to provide the interface values of conserved variables required by the interface type source term approximation which the conservative scheme may not supply.

Before treating with source term approximation, we first calculate the numerical fluxes for this cell. The values of water height on the left and right of the cell interfaces \(x_{j\pm\frac{1}{2}}\) are
\[ h_{j-\frac{1}{2}} = (\eta_{j-1} + \frac{1}{2}\Delta x S_{j-1}) - B_{j-\frac{1}{2}}, \quad h_{j+\frac{1}{2}} = h_{j-\frac{1}{2}}, \]
(2.37)
\[ h_{j+\frac{1}{2}} = h_{j+\frac{1}{2}}, \quad h_{j+\frac{1}{2}} = (\eta_{j+1} - \frac{1}{2}\Delta x S_{j+1}) - B_{j+\frac{1}{2}}, \]
(2.38)
with \(h_{j\pm\frac{1}{2}}\) defined by (2.33) and \(S_{j\pm1}\) set by (2.35), (2.36) in the slope selecting strategy. The left and right values of momentum are obtained standardly as in SGM. These left and right values of conserved variables at interfaces \(x_{j\pm\frac{1}{2}}\) are used by the homogeneous equations conservative scheme to get the numerical fluxes for water height and momentum \(m_{j\pm\frac{1}{2}}, e_{j\pm\frac{1}{2}}\).

Now we need to define the interface values of conserved variables in order to apply the interface type source term approximation. Instead of seeking the interface values of water height from the homogeneous equations scheme, we specify the quantities defined by (2.33) in the slope selecting strategy as the water height interface values at \(x_{j\pm\frac{1}{2}}\). The interface values of velocity are then defined as
\[ v_{j-\frac{1}{2}} = \frac{m_{j-\frac{1}{2}}}{h_{j-\frac{1}{2}}}, \quad v_{j+\frac{1}{2}} = \frac{m_{j+\frac{1}{2}}}{h_{j+\frac{1}{2}}}, \]
(2.39)
where \(m_{j\pm\frac{1}{2}}\) are numerical fluxes for water height we already obtained above.
We notice that these defined interface values of conserved variables are just for
the purpose of using in the source term approximation. While strictly obtain the
numerical fluxes from the homogeneous equations conservative scheme, we use these
defined interface values of conserved variables in the source term approximation in-
stead of those interface values matching with the numerical fluxes, i.e. those interface
values of conserved variables which give the numerical fluxes by substituting into
the flux expression, which was used in the previous interface type methods [23],[24].
Numerical experiments strongly support that this measure makes our slope select-
ning method keep similar steady state capturing efficiency as in our interface type
methods [23],[24] and in the same time get rid of the restriction on the homogeneous
equations solver of providing interface values of conserved variables.

Once the interface values of conserved variables are defined at \( j+\frac{1}{2}, \frac{1}{2} \), the following
procedure is then similar to the interface type method described in section 2.2. We
define function \( H(x) \) in the cell \( [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \) to be the linear interpolant
through interpolating points \( (x_i, h_i^*v_i^*) \), \( i = j - \frac{1}{2}, j + \frac{1}{2} \), \( G(x) \) in \( [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \) to be the linear
interpolant through \( (x_i, \frac{1}{2}(v_i^*)^2 + gh_i^* + gB_i) \), \( i = j - \frac{1}{2}, j + \frac{1}{2} \), and \( \hat{B}(x) \) in \( [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \)
to be the linear interpolant through \( (x_i, B_i) \), \( i = j - \frac{1}{2}, j + \frac{1}{2} \). Namely,

\[
H(x_i) = h_i^*v_i^*, \quad G(x_i) = \frac{1}{2}(v_i^*)^2 + gh_i^* + gB_i, \quad \hat{B}(x_i) = B_i, \quad i = j \pm \frac{1}{2}. \tag{2.40}
\]

We then define smooth functions \( \hat{h}, \hat{v} \) in cell \( [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \) satisfying

\[
\hat{h}(x_i) = h_i^*, \quad \hat{v}(x_i) = v_i^*, \quad i = j - \frac{1}{2}, j + \frac{1}{2} \tag{2.41}
\]

and the identities

\[
\hat{h}\hat{v} = H, \tag{2.42}
\]

\[
\frac{1}{2}\hat{v}^2 + \hat{h} + g\hat{B} = G, \tag{2.43}
\]

or \( \hat{h} \) can be determined by the relation

\[
\frac{1}{2} \frac{H^2}{\hat{h}^2} + \hat{h} + g\hat{B} = G. \tag{2.44}
\]

Then our slope selecting scheme in the cell \( [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \) takes the form

\[
\partial_t h_j + \frac{m_{j+\frac{1}{2}} - m_{j-\frac{1}{2}}}{\Delta x} = 0, \tag{2.45}
\]

\[
\partial_t (hv)_j + \frac{e_{j+\frac{1}{2}} - e_{j-\frac{1}{2}}}{\Delta x} = -g \left( \frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \hat{h} dx \right) \left( \frac{B_{j+\frac{1}{2}} - B_{j-\frac{1}{2}}}{\Delta x} \right). \tag{2.46}
\]
The numerical strategy for calculating the cell average of \( \hat{h} \) in the source term approximation and the choice of \( \hat{h} \) value from the algebraic equation (2.44), including the use of a transcritical fix to facilitate the choice of \( \hat{h} \) in dealing with transcritical problems are the same to our method described in Section 2.2. One can refer the details in the paper [23].

We use the scheme of SGM in all the other cells do not containing a bottom discontinuity with the mention that the slope of water surface level in the cell adjacent to a bottom discontinuity is modified by our slope selecting strategy.

Because our method uses SGM in the cells where bottom is smooth, it can be similarly proved as in [40] that our slope selecting method satisfies the Z-property given in Definition 2.2. The Z-property is known to be an important property with which a scheme can efficiently preserve (stationary or non-stationary) steady state solution for shallow water equations with smooth bottom. But as have been shown, for shallow water equations with discontinuous bottom, a scheme with only Z-property, for example SGM, may be unreliable in (non-stationary) steady state preserving. Accordingly, we propose the following S-property which is useful for steady state preserving for shallow water equations with discontinuous bottom.

**Definition 2.3** *S*-property: a numerical scheme exactly preserves the (stationary or non-stationary) steady state flow belonging to Definition 2.1 in which no stationary shock exists for the shallow water equations with a step function bottom.

We now prove that this S-property is formally satisfied by our slope selecting method.

**Theorem 2.2** When the bottom function is a step function, if the interface type source term approximation in the slope selecting method can be exactly computed, the slope selecting scheme can preserve exactly any steady state solution belonging to Definition 2.1 in which the steady state conditions (2.3)-(2.4) are hold anywhere including across the bottom discontinuity.

**proof.** Assume the bottom is a step function with left side value \( B_l \) and right side value \( B_r \). We only need to prove our slope selecting scheme preserve the steady state solution exactly in the cell \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\) which contains the bottom discontinuity in the center. Consider a steady state solution in which the water height and velocity are step functions with left side values \( h_l, v_l \) and right side values \( h_r, v_r \) respectively and it holds that

\[
\begin{align*}
h_l v_l &= h_r v_r, \\
\frac{1}{2} v_l^2 + g h_l + g B_l &= \frac{1}{2} v_r^2 + g h_r + g B_r.
\end{align*}
\]

Denote \( M = h_l v_l = h_r v_r \), then the cell average values of water height, water surface level and momentum in cells \( j-1, j, j+1 \) are respectively

\[
h_{j-1} = h_l, \quad h_j = \frac{h_l + h_r}{2}, \quad h_{j+1} = h_r,
\]
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\[ \eta_{j-1} = h_l + B_l, \quad \eta_j = \frac{h_l + B_l + h_r + B_r}{2}, \quad \eta_{j+1} = h_r + B_r, \]

\[ m_i = M, \quad i = j - 1, j, j + 1. \]

Because \( h_j = \frac{h_{j-1} + h_{j+1}}{2} \), the definition of values of water height at interfaces \( j - \frac{1}{2}, j + \frac{1}{2} \) (2.33) gives

\[ h_{j-\frac{1}{2}}^* = h_l, \quad h_{j+\frac{1}{2}}^* = h_r. \tag{2.49} \]

The definition of slopes for water surface level in cells \( j - 1, j + 1 \) (2.35)-(2.36) give

\[ S_{j-1} = 0, \quad S_{j+1} = 0. \]

The values of water height on the left and right of the cell interfaces \( x_{j+\frac{1}{2}} \) are given by (2.37), (2.38) as

\[ h_{j-\frac{1}{2}}^L = (\eta_{j-1} + \frac{1}{2} \Delta x S_{j-1}) - B_{j-\frac{1}{2}} = h_l, \]
\[ h_{j-\frac{1}{2}}^R = h_l, \]
\[ h_{j+\frac{1}{2}}^L = h_r, \]
\[ h_{j+\frac{1}{2}}^R = (\eta_{j+1} - \frac{1}{2} \Delta x S_{j+1}) - B_{j+\frac{1}{2}} = h_r, \]

where \( B_{j-\frac{1}{2}} = B_l, B_{j+\frac{1}{2}} = B_r. \)

On the other hand, because the momentum are constant in all cells, the values of momentum on the left and right of any cell interface are given by \( M \). So in solving the numerical fluxes by homogeneous equations conservative solver, the left and right side values at interface \( j + \frac{1}{2} \) are the same which are \((h_r, M)\). No matter what solver one uses, the numerical fluxes at interface \( j + \frac{1}{2} \) are definitely given by

\[ m_{j+\frac{1}{2}} = M, e_{j+\frac{1}{2}} = h_r v_r^2 + \frac{1}{2} g h_r^2. \]

In the same way, the numerical fluxes at interface \( j - \frac{1}{2} \) are given by \( m_{j-\frac{1}{2}} = M, e_{j-\frac{1}{2}} = h_l v_l^2 + \frac{1}{2} g h_l^2. \)

Our slope selecting scheme in the cell \([x_{j-1/2}, x_{j+1/2}]\) (2.45), (2.46) thus can be rewritten as

\[ \frac{\partial}{\partial t} h_j + \frac{M - M}{\Delta x} = 0, \tag{2.50} \]
\[ \frac{\partial}{\partial t} (hv)_j + \frac{(h_l v_l^2 + \frac{1}{2} g h_l^2) - (h_r v_r^2 + \frac{1}{2} g h_r^2)}{\Delta x} = -\frac{g}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \hat{B} \hat{p} dx. \tag{2.51} \]

with the aid of \( \hat{B}(x) \) being linear function on \([x_{j-1/2}, x_{j+1/2}]\) with end point values \( B_{j \pm \frac{1}{2}} \).
From (2.50) one knows the flux difference for water height is zero in the cell 
\[x_{j-1/2}, x_{j+1/2}\]. In the following we prove that the flux difference for momentum is also zero. Recall the fact (2.49) and from definition (2.39) one has
\[v^*_{j-\frac{1}{2}} = \frac{M}{h_l} = v_l, \quad v^*_{j+\frac{1}{2}} = \frac{M}{h_r} = v_r.\] (2.52)

For steady state solutions satisfying one of conditions (2.7)-(2.9) described in 
Definition 2.1, the transcritical fix in our source term approximation does not apply. 
So the endpoint values for functions \(\hat{h}, \hat{v}\) are given by (2.41), which are given by (2.49) 
and (2.52). Recalling the identities (2.42), (2.43), the flux difference for momentum 
in scheme (2.51) can be calculated as
\[
\frac{(h_tv_t^2 + \frac{1}{2}gh_t^2) - (h_tv_l^2 + \frac{1}{2}gh_l^2)}{\Delta x} + \frac{g}{\Delta x} \int_{x_j-\frac{1}{2}}^{x_j+\frac{1}{2}} \hat{h}\hat{B}_x dx
\]
\[
= \frac{1}{\Delta x} \int_{x_j-\frac{1}{2}}^{x_j+\frac{1}{2}} [ (\hat{h}\hat{v})_x \hat{v} + (\frac{1}{2}g\hat{h}^2)_x + g\hat{h}\hat{B}_x ] dx
\]
\[
= \frac{1}{\Delta x} \int_{x_j-\frac{1}{2}}^{x_j+\frac{1}{2}} [ H_x \hat{v} + \hat{h}(\hat{v}\hat{v}_x + \hat{h}\hat{h}_x + \hat{g}\hat{B}_x) ] dx
\]
\[
= \frac{1}{\Delta x} \int_{x_j-\frac{1}{2}}^{x_j+\frac{1}{2}} [ H_x \hat{v} + \hat{h}\hat{G}_x ] dx.\] (2.53)

Finally recall the definitions of \(H, G\) (2.40) and the facts (2.47), (2.48), one 
knows \(H, G\) indeed are constants in the cell \([x_{j-1/2}, x_{j+1/2}]\). So the function in 
the integration (2.53) is identically zero and the flux difference for momentum in 
scheme (2.51) is zero. Thus this steady state solution is exactly preserved by our 
slope selecting scheme.

\[\square\]

**Remark 2.1** In practical computation, the integral \(\int_{x_{j-1/2}}^{x_{j+1/2}} \hat{h} dx\) in the interface type 
source term approximation (2.46) can not be exactly computed. This is because the 
values of \(\hat{h}\) is solved by Newton iteration from the algebraic equation (2.44), and the 
integral is approximated by composite quadrature rules. Therefore in practical use 
the slope selecting method generally can not exactly preserve a non-stationary steady 
state solution across the bottom step. However, the integral \(\int_{x_{j-1/2}}^{x_{j+1/2}} \hat{h} dx\) in the source 
term approximation can be computed with any desired accuracy by specifying the
accuracy of the Newton iteration for computing values of $\hat{h}$ and using enough nodal number in the integral quadrature. Thus in practical computation the slope selecting method can be designed to preserve the steady state solution described in Theorem 2.2 with any desired accuracy at one time step.

Satisfying $Z$-property exactly and $S$-property with any desired accuracy enables our slope selecting method to be efficient in steady state preserving for shallow water equation with general discontinuous and variable bottom topography. The steady state capturing property of our method can not be similarly proved as for the method in [23] due to the complication of defining interface values of conserved variables by the slope selecting strategy used for the source term approximation. We leave the efficiency of our method in steady state capturing demonstrated by numerical experiments. For example, our method gives satisfactory convergent solutions for the shallow water Riemann problems with a bottom step, as shown in Examples 2.1, 2.2.

2.4 Extension of the slope selecting method to 2D shallow water equations

In two space dimensions the shallow water equations are given by

\[
\begin{align*}
h_t + (hu)_x + (hv)_y &= 0, \\
(hu)_t + \left(hu^2 + \frac{1}{2}gh^2\right)_x + (huv)_y &= -ghB_x, \\
(hv)_t + (huv)_x + \left(hv^2 + \frac{1}{2}gh^2\right)_y &= -ghB_y;
\end{align*}
\]

where $h$ is the water height, $u, v$ are the velocity in $x, y$ direction respectively and $B$ is the bottom topography. $g$ is the gravitational constant.

In two space dimension one can not derive an algebraic relation like (2.3) and (2.4) for the steady state solution. Therefore we will just extend our 1D slope selecting method to 2D dimension-by-dimension.

For a general quantity $q$, its two dimensional cell-average value $q_{ij}$ is given by

\[
q_{ij} = \frac{1}{\Delta x \Delta y} \int_{x_{i-1/2}}^{x_{i+1/2}} \int_{y_{j-1/2}}^{y_{j+1/2}} q(x, y) \, dx \, dy,
\]

while the one-dimensional average is defined, for example, by

\[
q_{i+1/2,j} = \frac{1}{\Delta y} \int_{y_{j-1/2}}^{y_{j+1/2}} q(x_{i+1/2}, y) \, dy.
\]

The cell average method for (2.54)-(2.56) takes the form

\[
\partial_t h_{ij} + \frac{m_{1_{i+1/2,j}} - m_{1_{i-1/2,j}}}{\Delta x} + \frac{m_{2_{i,j+1/2}} - m_{2_{i,j-1/2}}}{\Delta y} = 0,
\]

\[
(2.57)
\]
\[
\frac{\partial (hu)}{\partial x} + \frac{e_{1+\frac{1}{2},j} - e_{1-\frac{1}{2},j}}{\Delta x} + \frac{e_{2+\frac{1}{2},j} - e_{2-\frac{1}{2},j}}{\Delta y} = -gh_{ij} \frac{B_{i+\frac{1}{2},j} - B_{i-\frac{1}{2},j}}{\Delta x},
\]
\[
\frac{\partial (hv)}{\partial y} + \frac{f_{1+\frac{1}{2},j} - f_{1-\frac{1}{2},j}}{\Delta x} + \frac{f_{2+\frac{1}{2},j} - f_{2-\frac{1}{2},j}}{\Delta y} = -gh_{ij} \frac{B_{i,j+\frac{1}{2}} - B_{i,j-\frac{1}{2}}}{\Delta y},
\]

where \(m_{1,i+\frac{1}{2},j}, m_{2,i+\frac{1}{2},j}, e_{1,i+\frac{1}{2},j}, e_{2,i+\frac{1}{2},j}, f_{1,i+\frac{1}{2},j}, f_{2,i+\frac{1}{2},j}\) are the corresponding numerical fluxes at interfaces given by a conservative solver for the 1D homogeneous shallow water equations in \(x\) and \(y\) direction respectively. Similar to 1D case, in 2D SGM [40] is also based on the same numerical scheme as the cell average method and modifies the slopes for water surface level in \(x\) direction respectively. In the following we discuss the case that the discontinuous line of bottom discontinuous line occupies either the line segment \((x_{k-\frac{1}{2}}, y) - (x_{k+\frac{1}{2}}, y)\), or the line segment \((x_{k}, y_{l-\frac{1}{2}}) - (x_{k}, y_{l+\frac{1}{2}})\). It is not clear yet whether the present scheme can be directly applied to the more general case of the bottom discontinuous line slantwise crossing a cell, e.g. cutting a corner of a cell. Investigating for such general case will be of help for designing efficient numerical method for 2D shallow water equations with curved bottom discontinuous line using a uniform mesh, and is of interest in the future study.

When a cell centered at \((x_{k}, y_{l})\) contains discontinuous line of bottom, we add in our slope selecting strategy in the cell and its adjacent cells on the basis of SGM. In the following we discuss the case that the discontinuous line of \(B\) occupies the line segment \((x_{k}, y_{l-\frac{1}{2}}) - (x_{k}, y_{l+\frac{1}{2}})\). We define the quantities at \((k - \frac{1}{2}, l), (k + \frac{1}{2}, l)\)

\[
h_{k-\frac{1}{2},l}^* = \frac{2h_{kl}h_{k-1,l}}{h_{k+1,l} + h_{k-1,l}}, \quad h_{k+\frac{1}{2},l}^* = \frac{2h_{kl}h_{k+1,l}}{h_{k+1,l} + h_{k-1,l}},
\]
\[
\eta_{k\pm\frac{1}{2},l}^* = h_{k\pm\frac{1}{2},l}^* + B_{k\pm\frac{1}{2},l}.
\]

We set the \(x\)-directional water height slope in the cell \((k, l)\) to be

\[
\frac{h_{k+\frac{1}{2},l}^* - h_{k-\frac{1}{2},l}^*}{\Delta x}
\]

and modify the slopes for water surface level in \(x\)-direction in cells \((k - 1, l), (k + 1, l)\) to be

\[
S_{k-1,l} = \frac{\text{sign}\{\eta_{k-1,l} - \eta_{k-2,l}\} + \text{sign}\{\eta_{k-\frac{1}{2},l}^* - \eta_{k-1,l}\}}{2\Delta x} \min\{|\eta_{k-1,l} - \eta_{k-2,l}|, |\eta_{k-\frac{1}{2},l}^* - \eta_{k-1,l}|\},
\]
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\[
S_{k+1,l} = \frac{\text{sign}\{\eta_{k+2,l} - \eta_{k+1,l}\} + \text{sign}\{\eta_{k+1,l} - \eta^*_{k+\frac{1}{2},l}\}}{2\Delta x} \min\{|\eta_{k+2,l} - \eta_{k+1,l}|, |\eta_{k+1,l} - \eta^*_{k+\frac{1}{2},l}|\}. \tag{2.62}
\]

Since the bottom discontinuous line is vertical in the cell \((k,l)\), we do not modify the \(y\)-directional slopes in this cell and its adjacent cells.

Above are the description of our slope selecting strategy near this cell \((k,l)\). We then present our slope selecting scheme in this cell. First we calculate the numerical fluxes for this cell from solving homogeneous equations.

With the application of our slope selecting strategy, the values of water height on the two sides of the cell interfaces \((x_{k\pm\frac{1}{2}}, y_l)\) are

\[
\begin{align*}
    h^L_{k-\frac{1}{2},l} &= \left(\eta_{k-1,l} + \frac{1}{2}\Delta x S_{k-1,l}\right) - B_{k-\frac{1}{2},l}, & h^R_{k-\frac{1}{2},l} &= h^*_{k-\frac{1}{2},l}, \\
    h^L_{k+\frac{1}{2},l} &= h^*_{k+\frac{1}{2},l}, & h^R_{k+\frac{1}{2},l} &= \left(\eta_{k+1,l} - \frac{1}{2}\Delta x S_{k+1,l}\right) - B_{k+\frac{1}{2},l}.
\end{align*}
\]

with \(h^*_{k\pm\frac{1}{2},l}\) defined in (2.60) and \(S_{k\pm1,l}\) defined in (2.62), (2.63).

The left and right values of momentum are obtained in the same way as SGM. These two sides values of conserved variables at interfaces \((x_{k\pm\frac{1}{2}}, y_l)\) are used in solving the \(x\)-directional 1D homogeneous shallow water equations to get the \(x\)-directional numerical fluxes \(m^{1L}_{k\pm\frac{1}{2},l} e^{1L}_{k\pm\frac{1}{2},l}, f^{1L}_{k\pm\frac{1}{2},l}\).

We define the quantities at \((k-\frac{1}{2}, l), (k+\frac{1}{2}, l)\)

\[
\begin{align*}
    u^*_{k-\frac{1}{2},l} &= \frac{m^{1L}_{k-\frac{1}{2},l}}{h^*_{k-\frac{1}{2},l}}, & u^*_{k+\frac{1}{2},l} &= \frac{m^{1L}_{k+\frac{1}{2},l}}{h^*_{k+\frac{1}{2},l}}. \tag{2.64}
\end{align*}
\]

The \(y\)-directional numerical fluxes \(m^{2L}_{k,l\pm\frac{1}{2}}, e^{2L}_{k,l\pm\frac{1}{2}}, f^{2L}_{k,l\pm\frac{1}{2}}\) in this cell are obtained without modification to SGM since the \(y\)-directional slopes near this cell are not modified.

We then use the one dimensional interface type source term approximation with needed interface values of water height and \(x\)-directional velocity chosen to be (2.60) and (2.64) to replace the cell average source term discretization in formula (2.58) which SGM uses. Namely, we replace the formula (2.58) in the cell average scheme in this cell by

\[
\begin{align*}
    \partial_t (hu)_{kl} + \frac{e^{1L}_{k+\frac{1}{2},l} - e^{1L}_{k-\frac{1}{2},l}}{\Delta x} + \frac{e^{2L}_{k,l+\frac{1}{2}} - e^{2L}_{k,l-\frac{1}{2}}}{\Delta y} \\
    &= -g \left( \frac{1}{\Delta x} \int_{x_{k-\frac{1}{2}}}^{x_{k+\frac{1}{2}}} h dt \right) \frac{B_{k+\frac{1}{2},l} - B_{k-\frac{1}{2},l}}{\Delta x}; \tag{2.65}
\end{align*}
\]
where as in one dimension, the function \( \hat{h} \) is defined together with function \( \hat{u} \) in the interval \([x_{k-\frac{1}{2}}, x_{k+\frac{1}{2}}]\) by

\[
\hat{h}\hat{u} = H, \quad (2.66)
\]

\[
\frac{1}{2} \hat{u}^2 + g\hat{h} + g\hat{B} = G, \quad (2.67)
\]

or \( \hat{h} \) can be determined by

\[
\frac{1}{2} \frac{H^2}{\hat{h}^2} + g\hat{h} + g\hat{B} = G \quad (2.68)
\]

with functions \( H, G, \hat{B} \) in the interval \([x_{k-\frac{1}{2}}, x_{k+\frac{1}{2}}]\) set to be linear satisfying the endpoint values

\[
H(x_i) = h_{il} u_{il}, \quad G(x_i) = \frac{1}{2} (u_{il}^*)^2 + gh_{il}^* + gB_{il}, \quad \hat{B}(x_i) = B_{il}, \quad i = k \pm \frac{1}{2}. \quad (2.69)
\]

As the same to our 1D method, we use the Newton iteration to solve values of \( \hat{h} \) from (2.68) and use the numerical integration to evaluate the integral of function \( \hat{h} \) to deal with the source term approximation in the scheme (2.65).

If the discontinuous line of \( B \) occupies the line segment \((x_{k-\frac{1}{2}}, y_l) - (x_{k+\frac{1}{2}}, y_l)\),

the application of our slope selecting strategy in \( y \)-direction on the basis of SGM, and the replacement of the cell average formula (2.59) by our interface-type scheme is similar.

We use the scheme of SGM in all the other cells do not containing a bottom discontinuous line with the mention that the slope of water surface level in the cell adjacent to a bottom discontinuous line is modified by our slope selecting strategy.

### 2.5 Numerical examples

In this section, we give five 1D numerical examples and one 2D example. We use the second order TVD Runge-Kutta time discretization [35] for all the examples. Examples 2.1, 2.2 are Riemann problems from [1] and have been tested by our methods in [23],[24]. These two examples are used to show that our method works well for calculating unsteady state solutions for shallow water equations with discontinuous bottom. The gravitational constant is set to be 9.8. These two Riemann problems are defined on the domain \([-10, 10]\). The zeroth order extrapolation is used as numerical boundary condition. The exact solutions are available for these problems [1], and we can perform the convergence rates tests for our numerical solutions in these examples.

Example 2.3 is a steady state capturing problem tested in [24] and shows that our method is efficient in steady state capturing calculation.

Examples 2.4, 2.5 are used to test the steady state preserving property of our method. Example 2.4 is a problem of tidal wave propagating over a discontinuous
bottom and Example 2.5 is a quasi-steady state computing problem. These two examples show that our method has strong ability to preserve steady state solutions when bottom contains both discontinuities and variable continuous part.

Example 2.6 is a 2D Riemann problem tested in [24] and is used to test the effectiveness of the extension of our slope selecting method to 2D problem.

**Example 2.1** A Riemann problem with solution in supercritical state

The initial data are given by \((h, v, B) = (4, -10, 0)\) when \(x < 0\) and \((h, v, B) = (1, -6, 1)\) when \(x > 0\). This is a supercritical case. We take \(\Delta t = 1/20\), and compute the solution using HLLE solver and relaxation scheme. See Appendix A for the description of the numerical fluxes provided by these solvers for shallow water equations. The constant \(\hat{C}\) (defined in Appendix A) in subcharacteristic condition in relaxation scheme is chosen as 50. The results by using 100 cells are plotted in Figures 2.2-2.4 versus the exact solution. One can see our solutions correctly predict that the energy is constant across the bottom step. The exact solution for this example is given in Appendix B.

Table 2.1 lists the relative \(l^1\)-errors of the computed conserved variables on the whole computational domain with different meshes by our method using both solvers. The results present to be approximately first order convergent, showing the effectiveness of our method for computing unsteady state solution for discontinuous bottom problem.

<table>
<thead>
<tr>
<th></th>
<th>errors</th>
<th>100 cells</th>
<th>200 cells</th>
<th>400 cells</th>
<th>800 cells</th>
<th>1600 cells</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>HLLE scheme</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(h)</td>
<td>1.8283E-2</td>
<td>9.7519E-3</td>
<td>4.6468E-3</td>
<td>2.4952E-3</td>
<td>1.1722E-3</td>
<td></td>
</tr>
<tr>
<td>(m)</td>
<td>2.4744E-2</td>
<td>1.2808E-2</td>
<td>6.4067E-3</td>
<td>3.2823E-3</td>
<td>1.6203E-3</td>
<td></td>
</tr>
<tr>
<td><strong>relaxation scheme</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(h)</td>
<td>1.4742E-2</td>
<td>7.7922E-3</td>
<td>3.7653E-3</td>
<td>2.4373E-3</td>
<td>1.1651E-3</td>
<td></td>
</tr>
<tr>
<td>(m)</td>
<td>1.8481E-2</td>
<td>9.4937E-3</td>
<td>4.8174E-3</td>
<td>3.4457E-3</td>
<td>1.7094E-3</td>
<td></td>
</tr>
</tbody>
</table>

We can show the effectiveness of our method by another numerical test. Consider the homogeneous shallow water Riemann problem with the same gravitational constant with initial data

\[
(h, v) = \begin{cases} 
(4, -10), & x < 0, \\
(h_R, v_R), & x > 0,
\end{cases}
\]  

(2.70)
where $h_R, v_R$ are the solution values in the exact solution of this example to the left of the bottom jump and to the right of the left going shock. According to Appendix B, $v_R = -\frac{6}{h_R}$, and the 6 effective number truncation for $h_R$ is 0.774464. In our computation these values are chosen such that the truncation errors have insignificant influence on the results of the following numerical test.

The solution of the homogeneous Riemann problem with initial data (2.70) on $x > 0$ is its initial right state, and on $x < 0$ is the same as the exact solution on $x < 0$ for this example. Thus we can use the homogeneous shallow water equations solver used in the slope selecting method to solve this homogeneous Riemann problem and compare the solution errors on $x < 0$ with those by the slope selecting method for this example.

We choose the HLLE scheme to perform the test. In table 2.2 we list respectively the relative $l^1$-errors on $[-10, -0.5]$ of the computed conserved variables by the slope selecting method using HLLE scheme for this example and by HLLE scheme for the homogeneous Riemann problem.

These errors are comparable and those by the slope selecting method are slightly larger. In fact, one can not expect the solution errors by the slope selecting method are even smaller since the solved problem contains a bottom step across which the solution errors are produced. The similarity of the solution errors shows that the solution errors across the bottom step in this example are much small compared with those away from bottom step produced by the shock capturing scheme, and exhibits the effectiveness of our slope selecting method to control the energy conservation across the bottom step in this unsteady state example.

<table>
<thead>
<tr>
<th>Errors</th>
<th>100 cells</th>
<th>200 cells</th>
<th>400 cells</th>
<th>800 cells</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td>2.5618E-2</td>
<td>1.3745E-2</td>
<td>6.5361E-3</td>
<td>3.5176E-3</td>
</tr>
<tr>
<td>$m$</td>
<td>3.3155E-2</td>
<td>1.7229E-2</td>
<td>8.6187E-3</td>
<td>4.4153E-3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Errors</th>
<th>100 cells</th>
<th>200 cells</th>
<th>400 cells</th>
<th>800 cells</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td>2.3660E-2</td>
<td>1.3103E-2</td>
<td>6.2982E-3</td>
<td>3.4202E-3</td>
</tr>
<tr>
<td>$m$</td>
<td>3.1075E-2</td>
<td>1.6420E-2</td>
<td>8.2996E-3</td>
<td>4.2824E-3</td>
</tr>
</tbody>
</table>

**Example 2.2** A Riemann problem with solution in the transcritical state
The initial data are \((h, v, B) = (4, -10, 0)\) when \(x < 0\) and \((h, v, B) = (2, 0, 1)\) when \(x > 0\). This is a transcritical case. The solution reaches the critical state at the right side of the bottom jump. We take \(\frac{\Delta t}{\Delta x} = 1/20\). We choose the constant \(\hat{C}\) in subcharacteristic condition in relaxation scheme as 50. The solutions obtained by HLLE solver and relaxation scheme using 200 cells, along with the exact solution, are plotted in Figures 2.5-2.7. The results can correctly predict that the Froude number \(\frac{v}{\sqrt{gh}}\) reaches \(-1\) at the right side of the bottom jump. This is due to the fix used in our source term approximation for the transcritical case. The exact solution for this example is given in Appendix B.

There is a visible spike in the numerical solutions of energy at bottom discontinuity. As mentioned in [24], this spike is a numerical artifact, due to the use of numerical viscosity. This phenomenon was analyzed in [22]. Even with mesh refinement, this spike does not disappear. This phenomenon is reasonable since one does not necessarily expect the numerical solutions to be convergent in \(l^{\infty}\)-norm in the cell containing a bottom discontinuity since the solutions are discontinuous in that cell. This numerical spike does not effect the other part of the numerical solution, i.e. does not effect the \(l^1\)-convergence of the numerical solutions, as seen from the \(l^1\)-errors of our numerical solutions presented in the following.

In Table 2.3 we present the relative \(l^1\)-errors of the computed conserved variables on the whole computational domain with different meshes by our slope selecting method using both solvers. Again it is shown that the numerical solutions for this example are convergent with approximate first order rate. This whole computational domain \(l^1\)-convergence rate is the same as that by using second order shock capturing scheme to solve homogeneous shallow water Riemann problem.

<table>
<thead>
<tr>
<th>Table 2.3 relative (l^1)-errors of computed conserved variables for Example 2.2 in the computational domain ([-10, 10])</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HLLE scheme</strong></td>
</tr>
<tr>
<td>(h)</td>
</tr>
<tr>
<td>errors</td>
</tr>
<tr>
<td>1.7959E-2</td>
</tr>
<tr>
<td><strong>relaxation scheme</strong></td>
</tr>
<tr>
<td>(h)</td>
</tr>
<tr>
<td>errors</td>
</tr>
<tr>
<td>2.5314E-2</td>
</tr>
<tr>
<td>3.3850E-2</td>
</tr>
</tbody>
</table>

**Example 2.3** A steady state capturing calculation
This is a problem tested in [24]. The computational domain is $[-10, 10]$. We choose the bottom function to be

$$B(x) = \begin{cases} 
0, & x < -4, \\
1 + \cos\left(\frac{\pi x}{8}\right), & -4 < x < 4, \\
1, & x > 4,
\end{cases}$$

as shown by the dashed line in the Figure 2.8. The initial conditions are given by

$$h(x, 0) = 3 - B(x),$$
$$v(x, 0) = \frac{2}{h(x, 0)},$$

the boundary conditions are given as $hv|_{x=10} = 2, h|_{x=-10} = 2$. The gravitational constant is set to be 9.8. We take $\Delta t = \frac{1}{10}$ and use HLLE solver to solve the homogeneous shallow water equations. Figures 2.9-2.11 show respectively the water surface, Froude number $\frac{v}{\sqrt{gh}}$ and energy $\frac{1}{2}v^2 + g(h + B)$ in the obtained steady state solutions by our slope selecting method. These results match with those given in [24]. The results of our method using 100 cells agrees well with that using 400 cells and show accurately the energy are equal at two sides of bottom discontinuity at $x = -4$. The steady state solution belongs to Definition 2.1 with states at two sides of bottom discontinuity being both subcritical. The steady state solution is subcritical at left of the domain and transfers into supercritical at $x = 0$ which is the maximum bottom point, and again transfers back to subcritical through a standing transcritical shock.

**Example 2.4** A tidal wave flow over discontinuous bottom

This is a problem modified from [39]. The domain for this problem is $[0, 1500]$. In this example we choose the bottom function to be a variable discontinuous one

$$B(x) = \begin{cases} 
8 + \sin\left(\frac{x}{50}\right), & \frac{3}{8} \times 1500 \leq x \leq \frac{5}{8} \times 1500, \\
0, & \text{else}.
\end{cases}$$

The initial and boundary conditions are

$$h(x, 0) = H(x),$$
$$v(x, 0) = 0$$

and

$$h(0, t) = H(0) + 4 - 4 \sin\left[\pi\left(\frac{4t}{86400} + \frac{1}{2}\right)\right],$$
$$v(L, t) = 0;$$
where $H(x) = H(0) - B(x)$, $H(0) = 16$ and $L = 1500$.

An asymptotic analytical solution is given by [3], [39]

$$h(x, t) = H(x) + 4 - 4 \sin \left[ \pi \left( \frac{4t}{86400} + \frac{1}{2} \right) \right], \quad (2.71)$$

$$u(x, t) = \frac{(x - L)\pi}{5400h(x, t)} \cos \left[ \pi \left( \frac{4t}{86400} + \frac{1}{2} \right) \right]. \quad (2.72)$$

This asymptotic solution does not depend on gravitational constant $g$ since this solution is obtained by asymptotic expansion with respect to small Froude number [3]. In this example, we choose the gravitational constant $g = 9.81 \times 16$ so that the corresponding Froude number is small enough. We use the relaxation scheme with the constant $\hat{C}$ in subcharacteristic condition set from the initial data. We use 96 cells to let the discontinuity of bottom located in the cell center and take $\Delta t / \Delta x = 1/60$. We plot the water height and velocity of our method at $t=10800$, which is one quarter of the tidal period in Figures 2.12, 2.13 and the velocity at $t=32400$, which is three quarter of the tidal period in Figure 2.14 along with the asymptotic solutions. Our solutions match with the asymptotic solutions well in these results.

**Example 2.5 A quasi-steady propagation**

In this example we test a quasi-steady problem using our slope selecting scheme. This quasi-steady problem is similar to the example tested by LeVeque in [30] but we now choose a discontinuous bottom and non-stationary steady state. We choose bottom function as

$$B(x) = \begin{cases} \cos \left( \frac{\pi x}{8} \right), & 0 \leq x \leq 4, \\ 0, & \text{else} \end{cases}$$

on $-10 < x < 10$, as shown by the dashed line in Figure 2.15. The gravitational constant is set to be 9.8. We choose a subcritical steady state solution $h_0, v_0$ on $[-10, 10]$ belonging to Definition 2.1 satisfying

$$h_0 v_0 = 1,$$

$$\frac{1}{2}v_0^2 + g(h_0 + B) = 19.6;$$

We choose initial water height value and velocity value as

$$h(x, 0) = \begin{cases} h_0 + \frac{1}{98}, & -8 \leq x \leq -5, \\ h_0, & \text{else} \end{cases}$$

and $v(x, 0) = \frac{1}{h(x, 0)}$. The initial water surface and Froude number are plotted in Figures 2.16, 2.17 respectively. In our scheme the zeroth order extrapolation is used as numerical boundary condition. We use HLLE scheme as the homogeneous shallow
water equations solver and obtain the reference solution using our slope selecting method with 2000 grid points. We use 100 cells and take $\Delta t = 1/10$. The initial disturbance splits into two waves propagating in different directions, as shown in Figure 2.18, which shows the numerical solutions of water surface at $t = 0.5$. As the right going disturbance reaches the position of bottom discontinuity, it again splits into two disturbances—one goes back to the left and one continue going to the right. Figure 2.19 show the solutions of water surface at $t = 2.5$. At this time, the initially left going disturbance already leaves the domain and the two visible disturbances are split from the initially right going disturbance. Compared with the reference solutions, the solutions by our slope selecting scheme using 100 cells can efficiently preserve the steady state solution and correctly predict the positions of propagating disturbances. In comparison, Figure 2.18, 2.19 also depict the solution given by SGM. SGM fails to preserve the subcritical equal energy solution across the bottom discontinuity. In Figure 2.18 the solution near bottom discontinuity should remain unchanged as predicted by the slope selecting method since the disturbance does not reach there yet, but the solution by SGM shows a substantial change near the bottom discontinuity. As mentioned formerly, SGM does not hold the $S$-property, and is improper in preserving (non-stationary) steady state solution when bottom is discontinuous.

**Example 2.6** A 2D Riemann problem

In this example we consider the calculation of unsteady state solution of a 2D Riemann problem with discontinuous bottom. The problem is defined in the square $(x, y) \in [0, 200] \times [0, 200]$. The initial data are $(h, u, v, B) = (15, -0.1, 0.1, 0)$ when $(x, y) \in [0, 100] \times [100, 200]$ and $(h, u, v, B) = (10, -0.1, 0.1, 10)$ elsewhere. The solution of this problem describe the motion of water outside the square $[0, 100] \times [100, 200]$ into this region across the bottom discontinuous line. The gravitational constant is chosen to be 9.8. We use the zeroth order extrapolation boundary condition. We use the uniform space mesh and take $\Delta x = \Delta y = 1/20$.

In the space discretization we use the Roe solver for 1D homogeneous shallow water equations in $x$ or $y$ direction[37] to obtain the numerical fluxes. Figures 2.20 and 2.21 draw respectively the water surface and the quantity $\frac{1}{2}u^2 + g(h + B)$ at $t = 4$ by our 2D slope selecting method using $100 \times 100$ cells. In the quantity $\frac{1}{2}u^2 + g(h + B)$, $u$ is the $x$-directional velocity. This quantity represents the sum of potential energy and $x$-directional kinetic energy.

In Figures 2.22-2.25, we plot respectively water surface and the quantity $\frac{1}{2}u^2 + g(h + B)$ at $y = 180, 120$ at $t = 4$ by our 2D slope selecting method using $100 \times 100$, $400 \times 400$ and $800 \times 800$ cells. The comparison between numerical solutions by different meshes show the convergence of the numerical solutions. In particular, our results using $100 \times 100$ cells already have high resolution near bottom discontinuous line.

Since this example has no exact solution available, a feasible way to check the validity of our numerical results is to compare the results with those computed by another method with different mechanism. The match of the results by two
methods designed by different principle will make it sound that both methods are valid. In [24], the continuous bottom cell average method (CBCAM) has been used to compare with the interface type methods designed there. The CBCAM is a reasonable approach for discontinuous bottom problem by replacing the bottom discontinuity (line) with a continuous bottom transition zone. The conventional cell average method is applied to the regularized continuous bottom problem with enough cell numbers putting in the transition zone. The transition zone width tends to zero with regard to decreasing \( \Delta x \). The details are given in [24]. This CBCAM has been tested to work for 1D discontinuous bottom problem. For 2D problem, the interface type methods in [24] have been checked to match well with those by CBCAM using fine mesh. When using course mesh, the interface type methods in [24] are shown to be more effective than CBCAM since the regularization of the source term in CBCAM makes the solution lose resolution near bottom discontinuous line. The results by our slope selecting method are similar to those given by the interface type methods in [24]. They match with those given by CBCAM using fine mesh, and have much higher resolution near bottom discontinuous line than those by CBCAM when using coarse mesh.

From the results by our slope selecting method as well as comparable results by other methods, one observes the phenomenon that across the bottom discontinuous line the potential energy plus normal directional kinetic energy is equal. For example, the quantity \( \frac{1}{2}u^2 + g(h + B) \) is equal across a bottom discontinuous line which is parallel to \( y \) axis, as shown in Figures 2.24 and 2.25.

![Figure 2.2 Example 2.1, the supercritical case. Water level at t=0.5 along with the bottom topography. Solid line: the exact solution; ”o”: the solution of HLLE solver using 100 cells; ”x”: the solution of relaxation scheme using 100 cells; dashed line: bottom topography.](image-url)
Figure 2.3  Example 2.1, supercritical case. Froude number $\frac{v}{\sqrt{gh}}$ at $t=0.5$. Solid line: the exact solution; "o": the solution of HLLE solver using 100 cells; "x": the solution of relaxation scheme using 100 cells.

Figure 2.4  Example 2.1, supercritical case. Energy $\frac{1}{2}v^2 + g(h + B)$ at $t=0.5$. Solid line: the exact solution; "o": the solution of HLLE solver using 100 cells; "x": the solution of relaxation scheme using 100 cells.
Figure 2.5 Example 2.2, transcritical case. Water level at $t=0.5$ along with bottom topography; solid line: the exact solution; "o": the solution of HLLE solver using 200 cells; "x": the solution of relaxation scheme using 200 cells; dashed line: bottom topography.

Figure 2.6 Example 2.2, transcritical case. Froude number $\frac{v}{\sqrt{gh}}$ at $t=0.5$; solid line: the exact solution; "o": the solution of HLLE solver using 200 cells; "x": the solution of relaxation scheme using 200 cells.
Figure 2.7  Example 2.2, transcritical case. Energy $\frac{1}{2}v^2 + g(h + B)$ at $t=0.5$; solid line: the exact solution; "o": the solution of HLLE solver using 200 cells; "x": the solution of relaxation scheme using 200 cells.

Figure 2.8  Example 2.3, steady state capturing. Water surface at steady state along with bottom topography; solid line: water surface; dashed line: bottom topography.
Figure 2.9  Example 2.3, steady state capturing. Water surface at steady state by the slope selecting method; solid line: solution using 400 cells; “o”: solution using 100 cells.

Figure 2.10  Example 2.3, steady state capturing. Froude number $\frac{v}{\sqrt{gh}}$ at steady state by the slope selecting method; solid line: solution using 400 cells; “o”: solution using 100 cells.
Figure 2.11 Example 2.3, steady state capturing. Energy $\frac{1}{2}v^2 + g(h + B)$ at steady state by the slope selecting method; solid line: solution using 400 cells; "o": solution using 100 cells.

Figure 2.12 Example 2.4, tidal flow. Water height at $t=10800$; solid line: the asymptotic solution; "o": the solution of the slope selecting method using 96 cells; dashed line: bottom topography.
Figure 2.13 Example 2.4, tidal flow. Velocity at $t=10800$; solid line: the asymptotic solution; "o": the solution of the slope selecting method using 96 cells.

Figure 2.14 Example 2.4, tidal flow. Velocity at $t=32400$; solid line: the asymptotic solution; "o": the solution of the slope selecting method using 96 cells.
Figure 2.15  Example 2.5, quasi-steady problem. Initial water surface along with bottom topography; solid line: water surface; dashed line: bottom topography.

Figure 2.16  Example 2.5, quasi-steady problem. Initial water surface.
Figure 2.17 Example 2.5, quasi-steady problem. Initial Froude number.

Figure 2.18 Example 2.5, quasi-steady problem. Water surface at t=0.5; solid line: the reference solution; "o": the solution of the slope selecting method using 100 cells; "x": the solution of SGM using 100 cells.
Figure 2.19  Example 2.5, quasi-steady problem. Water surface at t=2.5; solid line: the reference solution; ”o”: the solution of the slope selecting method using 100 cells; ”x”: the solution of SGM using 100 cells.

Figure 2.20  Example 2.6, a 2D Riemann problem. Water surface at t=4 by the 2D slope selecting method using 100 × 100 cells.
Figure 2.21  Example 2.6, a 2D Riemann problem. $\frac{1}{2}u^2 + g(h + B)$ at $t=4$ by the 2D slope selecting method using $100 \times 100$ cells.

Figure 2.22  Example 2.6, a 2D Riemann problem. Water surface at $t=4, y=180$ by the 2D slope selecting method; solid line: solution using $800 \times 800$ cells; “.”: solution using $400 \times 400$ cells; “o”: solution using $100 \times 100$ cells.
Figure 2.23  Example 2.6, a 2D Riemann problem. Water surface at t=4, y=120 by the 2D slope selecting method; solid line: solution using 800 × 800 cells; ".": solution using 400 × 400 cells; "o": solution using 100 × 100 cells.

Figure 2.24  Example 2.6, a 2D Riemann problem. $\frac{1}{2}u^2 + g(h + B)$ at t=4, y=180 by the 2D slope selecting method; solid line: solution using 800 × 800 cells; ".": solution using 400 × 400 cells; "o": solution using 100 × 100 cells.
Figure 2.25  Example 2.6, a 2D Riemann problem. $\frac{1}{2}u^2 + g(h + B)$ at $t=4$, $y=120$ by the 2D slope selecting method; solid line: solution using $800 \times 800$ cells; ".": solution using $400 \times 400$ cells; "o": solution using $100 \times 100$ cells.

3 The isothermal nozzle flow equations

Consider the system describing the evolution of an isothermal fluid in a nozzle

$$\partial_t(a\rho) + \partial_x(a\rho v) = 0, \tag{3.73}$$
$$\partial_t(a\rho v) + \partial_x(a\rho v^2 + k\rho \gamma) = p(\rho)\partial_x a; \tag{3.74}$$

where $\rho, v$ represent density and velocity of the fluid, $a(x) > 0$ is the cross-sectional area, $p(\rho)$ is the pressure given by the relation

$$p(\rho) = k\rho^\gamma.$$

Equations (3.73), (3.74) reduce to the standard isentropic equations when $a(x)$ is constant.

The cell average method for above isothermal nozzle flow equations takes the form

$$\partial_t(a\rho)_j + \frac{m_{j+\frac{1}{2}} - m_{j-\frac{1}{2}}}{\Delta x} = 0, \tag{3.75}$$
$$\partial_t(a\rho v)_j + \frac{e_{j+\frac{1}{2}} - e_{j-\frac{1}{2}}}{\Delta x} = k\rho_j \gamma \frac{a_{j+\frac{1}{2}} - a_{j-\frac{1}{2}}}{\Delta x}; \tag{3.76}$$

where $m_{j-\frac{1}{2}}, m_{j+\frac{1}{2}}, e_{j-\frac{1}{2}}, e_{j+\frac{1}{2}}$ denote respectively numerical fluxes for conserved variables $a\rho$ and $a\rho v$ at interfaces $j - \frac{1}{2}, j + \frac{1}{2}$ obtained by solving the homogeneous part of equations (3.73), (3.74).
When the steady state solution is smooth, the steady state solutions satisfy
\[ a_\rho v = C_1, \]  
\[ \frac{1}{2} v^2 + k \frac{\gamma}{\gamma - 1} \rho^{\gamma-1} = C_2. \]  
\[ (3.77), \quad (3.78) \]

In the study [28] for isothermal nozzle flow Riemann problem with a cross-sectional step, the authors construct a wide class of solutions under the smooth steady state conditions across the cross-sectional step. Similar for the shallow water equations, in the smooth steady state conditions across the cross-sectional step, the momentum and energy conservation (3.77), (3.78) hold. The two sides states can be both subsonic \( \frac{|v|}{\sqrt{k\gamma\rho^{\gamma-1}}} < 1 \) or both supersonic \( \frac{|v|}{\sqrt{k\gamma\rho^{\gamma-1}}} > 1 \), but a direct transition between subsonic and supersonic states across the cross-sectional step is not allowed. The subsonic or supersonic state can be connected with a transonic state \( \frac{|v|}{\sqrt{k\gamma\rho^{\gamma-1}}} = 1 \) to compose the smooth steady state flow across the cross-sectional step with the condition that the transonic state is reached at the lower cross-sectional area step side.

With the above steady state conditions across the cross-sectional discontinuity, we define the corresponding steady state solutions for the isothermal nozzle flow equations (3.73), (3.74) with discontinuous cross-sectional area as follows.

**Definition 3.1** Steady state solutions to isothermal nozzle flow equations with discontinuous cross-sectional area: for a given initial condition to isothermal nozzle flow equations (3.73), (3.74) with discontinuous cross-sectional area, the solution will remain unchanged, i.e. the initial condition is the steady state solution for isothermal nozzle flow equations with continuous cross-sectional part, and across the cross-sectional discontinuity the conditions (3.77), (3.78) hold, namely
\[ a_l \rho_l v_l = a_r \rho_r v_r, \]  
\[ \frac{1}{2} v_l^2 + k \frac{\gamma}{\gamma - 1} (\rho_l)^{\gamma-1} = \frac{1}{2} v_r^2 + k \frac{\gamma}{\gamma - 1} (\rho_r)^{\gamma-1}, \]
\[ (3.79), \quad (3.80) \]

where \( \rho_l, v_l, a_l \) and \( \rho_r, v_r, a_r \) are the density, velocity in the initial condition and the cross-sectional area at two sides of the cross-sectional discontinuity, and one of the following situations occurs

\[ i) \quad \frac{|v_l|}{\sqrt{k\gamma\rho_l^{\gamma-1}}} < 1, \quad \frac{|v_r|}{\sqrt{k\gamma\rho_r^{\gamma-1}}} < 1, \]  
\[ ii) \quad \frac{|v_l|}{\sqrt{k\gamma\rho_l^{\gamma-1}}} > 1, \quad \frac{|v_r|}{\sqrt{k\gamma\rho_r^{\gamma-1}}} > 1, \]  
\[ iii) \quad \begin{cases} \frac{|v_l|}{\sqrt{k\gamma\rho_l^{\gamma-1}}} = 1, & \text{if } a_l < a_r \\ \frac{|v_r|}{\sqrt{k\gamma\rho_r^{\gamma-1}}} = 1, & \text{if } a_l > a_r \end{cases}. \]
\[ (3.81), \quad (3.82), \quad (3.83) \]
It is shown in [28] that the solutions constructed under such smooth steady state conditions described in Definition 3.1 across the cross-sectional step form rich solution patterns. Therefore such problems are commonly encountered in which the solutions evolve to the steady state solutions belonging to Definition 3.1. In this section, we are concerned with the steady state capturing and preserving for such steady state solutions belonging to Definition 3.1.

3.1 Density gradient method (DGM)

We first study the steady state preserving method for isothermal nozzle flow equation (3.73), (3.74) when the cross-sectional area is continuous. When the cross-sectional area is continuously variable, the cell average method does not effectively preserve steady state solutions. In this case, similar to dealing with shallow water equations, one can use a special data reconstruction procedure to combine with the cell average method to achieve the steady state preserving role. Observe in the stationary steady state, (3.78) gives that the density is a constant. In the same principle as SGM, one can take the following data reconstruction procedure based on the gradient of density.

1) In the step of defining the slopes of conserved variables \( a\rho, a\rho v \) in each cell. Instead of defining the slope of \( a\rho \), define the slope (denoted by \( \hat{S}_k \)) for density

\[
\hat{S}_k = G\left(\rho_{k-1}, \rho_k, \rho_{k+1}\right)
\]

where \( G \) is a standard slope limiter [29]. The slope of the conserved variable \( a\rho v \) is still defined since \( a\rho v \) is a constant in the steady state.

2) The values of \( a\rho \) on the left and right of the cell interface \( x_{k+\frac{1}{2}} \) are

\[
(a\rho)^L_{k+\frac{1}{2}} = a_{k+\frac{1}{2}}(\rho_k + \frac{1}{2}\Delta x \hat{S}_k), \quad (a\rho)^R_{k+\frac{1}{2}} = a_{k+\frac{1}{2}}(\rho_{k+1} - \frac{1}{2}\Delta x \hat{S}_{k+1}).
\]

The left and right values of \( a\rho v \) are still obtained by its cell average values and slopes. These left and right values of conserved variables at interface \( x_{k+\frac{1}{2}} \) are used by a homogeneous isothermal nozzle flow equations solver to get the numerical fluxes \( m_{k+\frac{1}{2}}, e_{k+\frac{1}{2}} \).

3) Once the numerical fluxes for conserved variables are obtained, one can use the cell average formula (3.75), (3.76) as the numerical scheme.

Since this method uses the gradient of density instead of that of the conserved variable \( a\rho \) in constructing the two sides values at the interface, we name this method as the density gradient method (DGM). Similar to proving \( \mathcal{Z} \)-property of SGM, one can prove that DGM can exactly preserve the stationary flow for isothermal nozzle flow equations with a continuously variable cross-sectional area (\( \mathcal{Z} \)-property).
3.2 The slope selecting method

In the same principle as the shallow water equations, our slope selecting method for isothermal nozzle flow equations can be described as follows. Our method is based on DGM, incorporating the slope selecting strategy and interface type source term approximation near or in the cell containing the cross-sectional area discontinuity. Assume a discontinuity of cross-section is contained in the center of the cell $[x_{j-1/2}, x_{j+1/2}]$. Let $a_{i}$ be the interface values of $a$ at $x_{i}(i = j - 1/2, j + 1/2)$. Now define the quantities at interfaces $j - 1/2, j + 1/2$

\[
(a\rho)^*_{j-1/2} = \frac{2(a\rho)_{j}(a\rho)_{j-1}}{(a\rho)_{j+1} + (a\rho)_{j-1}}, \quad (a\rho)^*_{j+1/2} = \frac{2(a\rho)_{j+1}(a\rho)_{j+1}}{(a\rho)_{j+1} + (a\rho)_{j+1}},
\]

\[\rho^*_{j\pm 1/2} = \frac{(a\rho)^*_{j\pm 1/2}}{a_{j\pm 1/2}}. \tag{3.85}\]

In the cell centered at $x_{j}$ we directly define the slope for the conserved variable $a\rho$ to be

\[
\frac{(a\rho)^*_{j+1/2} - (a\rho)^*_{j-1/2}}{\Delta x}. \tag{3.86}\]

In cells $j - 1, j + 1$ we set slopes for density $\rho$ to be

\[
\hat{S}_{j-1} = \frac{\text{sign}\{\rho_{j-1} - \rho_{j-2}\} + \text{sign}\{\rho^*_{j-1/2} - \rho_{j-1}\}}{2\Delta x} \min\{|\rho_{j-1} - \rho_{j-2}|, \}
\]

\[
|\rho^*_{j-1/2} - \rho_{j-1}|\}, \tag{3.87}
\]

\[
\hat{S}_{j+1} = \frac{\text{sign}\{\rho_{j+2} - \rho_{j+1}\} + \text{sign}\{\rho_{j+1} - \rho^*_{j+1/2}\}}{2\Delta x} \min\{|\rho_{j+2} - \rho_{j+1}|, \}
\]

\[
|\rho_{j+1} - \rho^*_{j+1/2}|\}. \tag{3.88}
\]

The values of $a\rho$ on the left and right of the cell interfaces $x_{j\pm 1/2}$ are

\[
(a\rho)^L_{j\pm 1/2} = a_{j\pm 1/2}(\rho_{j\pm 1/2} + \frac{1}{2}\Delta x \hat{S}_{j\pm 1}), \quad (a\rho)^R_{j\pm 1/2} = (a\rho)^*_{j\pm 1/2},
\]

\[
(a\rho)^L_{j+1/2} = (a\rho)^*_{j+1/2}, \quad (a\rho)^R_{j+1/2} = a_{j+1}(\rho_{j+1} - \frac{1}{2}\Delta x \hat{S}_{j+1})
\]

with $(a\rho)^*_{j\pm 1/2}, \hat{S}_{j\pm 1}$ defined in (3.84), (3.87) and (3.88).

The left and right values of $a\rho v$ are obtained as in DGM. These left and right values of conserved variables at interfaces $x_{j\pm 1/2}$ are used by a homogeneous isothermal nozzle flow equations conservative scheme to get the numerical fluxes $m_{j\pm 1/2}^e, e_{j\pm 1/2}$.

Define quantities at $j \pm \frac{1}{2}$

\[
v^*_{j\pm 1/2} = \frac{m_{j\pm 1/2}^e}{(a\rho)^*_{j\pm 1/2}}, \quad \tilde{v}^*_{j\pm 1/2} = \frac{m_{j\pm 1/2}}{(a\rho)^*_{j\pm 1/2}}. \tag{3.89}
\]
We then apply the interface type source term approximation described in [23] with the needed interface values of $\rho, v$ defined by (3.85), (3.89). Denote $H_i = a_i \rho_i^* v_i^*, G_i = \frac{1}{2} (v_i^*)^2 + k \frac{\gamma}{\gamma - 1} (\rho_i^*)^{\gamma - 1}, i = j - \frac{1}{2}, j + \frac{1}{2}$. We choose $\hat{a}, H, G$ to be linear functions on $[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]$ so that

$$\hat{a}(x_i) = a_i, H(x_i) = H_i, G(x_i) = G_i, i = j - \frac{1}{2}, j + \frac{1}{2}. \quad (3.90)$$

We choose smooth $\hat{\rho}, \hat{v}$ on $[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]$ from

$$\hat{a} \hat{\rho} \hat{v} = H, \quad (3.91)$$

$$\frac{1}{2} \hat{v}^2 + k \frac{\gamma}{\gamma - 1} \hat{\rho}^{\gamma - 1} = G, \quad (3.92)$$

or $\hat{\rho}$ from

$$\frac{1}{2} \frac{H^2}{\hat{a}^2 \hat{\rho}^2} + k \frac{\gamma}{\gamma - 1} \hat{\rho}^{\gamma - 1} = G, \quad (3.93)$$

with endpoint values

$$\hat{\rho}(x_i) = \rho_i^*, \quad \hat{v}(x_i) = v_i^*, \quad i = j - \frac{1}{2}, j + \frac{1}{2}. \quad (3.94)$$

We then can use the following expression

$$k \left( \frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \hat{\rho}^* dx \right) \frac{a_{j+\frac{1}{2}} - a_{j-\frac{1}{2}}}{\Delta x}. \quad (3.95)$$

to replace the source term approximation in cell average method (3.76). To obtain the integration value in the above expression, we use the same numerical strategy as for shallow water equations. The values of $\hat{\rho}$ are solved from (3.93) according to the subsonic or supersonic state of the computed solution. When dealing with the transonic problems, one also needs to add a transonic fix in the source term approximation. These are in the same principle as the method in [23] and the details are presented there.

We use the scheme of DGM in all the other cells do not containing a cross-sectional discontinuity with the mention that the slope of density in the cell adjacent to a cross-sectional discontinuity is modified by our slope selecting strategy.

Similar to the conclusions for the shallow water equations, one can prove that our slope selecting method for isothermal nozzle flow equations formally exactly preserves the (stationary or non-stationary) steady state solutions belonging to Definition 3.1 in which no stationary shock exists when cross-sectional area is a step function ($S$-property). The proof is given in Appendix C.
3.3 Numerical examples

We use numerical examples to demonstrate that our slope selecting method works well for unsteady calculation, steady state capturing and preserving for the isothermal nozzle flow equations with discontinuous cross-sectional area. The second order TVD Runge-Kutta method [35] is used for time discretization in all the examples. We choose $k = 1, \gamma = 4/3$ in the computation.

Examples 3.1, 3.2 are Riemann problems studied in [28] and have been tested by our methods in [23], [24]. These two Riemann problems are solved numerically on the domain [-6, 6]. For spatial discretization, we use the HLLE solver or relaxation scheme for the homogeneous part of equations (3.73)-(3.74). See Appendix A for the description of the numerical fluxes provided by these solvers for isothermal nozzle flow equations. We take $\Delta t/\Delta x = 1/5$ for both problems. The zeroth extrapolation is used for numerical boundary conditions. The exact solutions are available for these problems [28], and we show the slope selecting method gives convergent solutions for these examples.

Example 3.3 is a steady state capturing problem tested in [24] and is used to show our method is efficient in calculating steady state solution for isothermal nozzle flow equations with discontinuous cross-sectional area with an improvement from our method in [24] in overcoming "slow convergence" phenomenon by using shock capturing scheme with larger numerical viscosity.

Example 3.4 is quasi-steady computation problems and is used to test the steady state preserving property of our method. This example show that our slope selecting method has strong ability to preserve steady state solutions when cross-section contains both discontinuities and continuous variable part.

**Example 3.1.** A Riemann problem with solution in the transonic state.

The initial data are $(\rho, v, a) = (4, -1.8, 1.5)$ when $x < 0$ and $(\rho, v, a) = (1, 2, 2.5)$ when $x > 0$. This is a transonic case. The solution reaches critical state at the left side of the cross-sectional jump. The constant $\hat{C}$ in subcharacteristic condition in relaxation scheme is chosen to be 8. The solutions from the slope selecting method based on HLLE solver and relaxation scheme by using 100 cells along with the exact solution are plotted in Figures 3.1-3.3. The transonic fix used in the source term approximation ensures our method correctly capture the transonic flow across the cross-sectional jump. The exact solution for this example is given in Appendix B. Table 3.1 lists the relative $l^1$-errors of the computed conserved variables on the whole computational domain with different meshes by our method using both solvers. The first order convergence rate of our numerical solutions can be observed in this table.

**Example 3.2.** A Riemann problem with solution in both super- and sub-sonic state.

The initial data are $(\rho, v, a) = (4, -1.6, 1.5)$ when $x < 0$ and $(\rho, v, a) = (6, 1, 2.5)$ when $x > 0$. This is a mixed sub- and super-sonic case. The constant $\hat{C}$ in subcharacteristic condition in relaxation scheme is chosen to be 8. The solutions from the slope selecting method based on HLLE solver and relaxation scheme by using 100
Table 3.1 relative $l^1$-errors of computed conserved variables for Example 3.1 in the computational domain $[-6, 6]$

<table>
<thead>
<tr>
<th></th>
<th>HLLE scheme</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>errors</td>
<td>100 cells</td>
<td>200 cells</td>
<td>400 cells</td>
</tr>
<tr>
<td>$\rho$</td>
<td>1.7226E-2</td>
<td>8.7752E-3</td>
<td>4.3618E-3</td>
<td>2.2309E-3</td>
</tr>
<tr>
<td>$m$</td>
<td>1.9711E-2</td>
<td>1.0194E-2</td>
<td>5.1879E-3</td>
<td>2.6164E-3</td>
</tr>
</tbody>
</table>

|                      | relaxation scheme |                              |                              |                              |
|                      | errors      | 100 cells | 200 cells | 400 cells | 800 cells |
| $\rho$               | 1.8507E-2  | 1.0311E-2 | 5.5495E-3 | 2.6851E-3 |
| $m$                  | 2.1113E-2  | 1.1272E-2 | 5.8273E-3 | 2.9305E-3 |

cells along with the exact solution are shown in Figures 3.4-3.6. The exact solution for this example is given in Appendix B. Table 3.2 lists the relative $l^1$-errors of the computed conserved variables on the whole computational domain with different meshes by our method using both solvers. One can observe our method gives first order convergent numerical solutions for this example.

Table 3.2 relative $l^1$-errors of computed conserved variables for Example 3.2 in the computational domain $[-6, 6]$

<table>
<thead>
<tr>
<th></th>
<th>HLLE scheme</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>errors</td>
<td>100 cells</td>
<td>200 cells</td>
<td>400 cells</td>
</tr>
<tr>
<td>$\rho$</td>
<td>9.7698E-3</td>
<td>4.9695E-3</td>
<td>2.4871E-3</td>
<td>1.2436E-3</td>
</tr>
<tr>
<td>$m$</td>
<td>1.8490E-2</td>
<td>9.4172E-3</td>
<td>4.7348E-3</td>
<td>2.3807E-3</td>
</tr>
</tbody>
</table>

|                      | relaxation scheme |                              |                              |                              |
|                      | errors      | 100 cells | 200 cells | 400 cells | 800 cells |
| $\rho$               | 1.1542E-2  | 5.8071E-3 | 2.8531E-3 | 1.4003E-3 |
| $m$                  | 2.1156E-2  | 1.0707E-3 | 5.2592E-3 | 2.6037E-3 |

Example 3.3 A steady state capturing calculation
The problem is defined in $[-6, 6]$. We choose the cross-sectional area to be
as shown in Figure 3.7. The initial conditions are given by

\[ \rho(x,0) = 4, \quad v(x,0) = \frac{3}{a(x)\rho(x,0)}, \]

the boundary conditions are given by \( \rho v \big|_{x=-6} = 1.2, \rho \big|_{x=6} = 4. \) The exact steady state solutions \( \rho_e(x), v_e(x) \) are the subsonic solutions belonging to Definition 3.1 determined by the steady state equations

\[
a(x)\rho_e(x)v_e(x) = 2.4, \\
\frac{1}{2}(v_e(x))^2 + k \frac{\gamma}{\gamma - 1} (\rho_e(x))^{\gamma - 1} = 0.0288 + 4^{4/3}. 
\]

We take \( \Delta t = 1/2 \) and use HLLE solver to solve the homogeneous part of isothermal nozzle flow equations. Figure 3.8-3.10 show respectively the numerical steady state density, Mach number \( v\sqrt{k\gamma\rho^{\gamma-1}} \) and energy \( \frac{1}{2}v^2 + k \frac{\gamma}{\gamma - 1} \rho^{\gamma - 1} \) by our slope selecting method. The numerical results show the energy are equal at two sides of cross-sectional discontinuity with high accuracy. Table 3.3 lists the \( l^1 \)-norm of the errors between exact and numerical steady state densities on different meshes. In this table, one can observe that the \( l^1 \)-convergence rate of numerical steady state solutions are second order in both \([-6, -0.2]\) and \([0.2, 6]\), but is first order in the entire domain \([-6, 6]\) which includes the cross-sectional area discontinuity. These results show that our method is able to capture the steady state solution with second order accuracy in the domain where the cross-sectional area and solution are smooth due to the effectiveness of our method in controlling energy conservation across the cross-sectional discontinuity.

For this problem our methods in [24] using Roe solver encounter "slow convergence" phenomenon when \( l^\infty \)-error between numerical solutions at two adjacent time step reaches about 1E–3. The slope selecting method in this paper using HLLE solver does not encounter this phenomenon at least when the above mentioned \( l^\infty \)-error decreases to less than 1E–6. According to the analysis in [22], the "slow convergence" phenomenon is related to the stability of the discrete viscous profile of the used scheme and can be alleviated by using scheme having larger viscosity. The
Table 3.3 \( l^1 \)-norm of errors of steady state density in different domains

<table>
<thead>
<tr>
<th>errors</th>
<th>([-6, -0.2])</th>
<th>([0.2, 6])</th>
<th>([-6, 6])</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 cells</td>
<td>2.807471E-4</td>
<td>8.256022E-5</td>
<td>5.725880E-4</td>
</tr>
<tr>
<td>100 cells</td>
<td>6.246616E-5</td>
<td>1.642795E-5</td>
<td>2.410718E-4</td>
</tr>
<tr>
<td>200 cells</td>
<td>1.208474E-5</td>
<td>4.294303E-6</td>
<td>1.090404E-4</td>
</tr>
</tbody>
</table>

HLLE solver, which has larger numerical viscosity than the Roe solver, performs better in reducing the "slow convergence" phenomenon in this problem.

This example reveals that it is frequently encountered that one may need to use different schemes to efficiently deal with different problems. Thus the ability of our slope selecting method to be applicable to more general shock capturing scheme for the homogeneous hyperbolic system makes our method more flexible in dealing with various problems.

**Example 3.4** Quasi-steady problems

In this example we test quasi-steady problems using our slope selecting scheme. We use the zeroth order extrapolation as numerical boundary condition in this example. We use HLLE scheme as the homogeneous equations solver and obtain the reference solution using our method with 2000 grid points. The cross-sectional area is chosen to be

\[
a(x) = \begin{cases} 
2.5 - \cos\left(\frac{\pi x}{6}\right), & 0 \leq x \leq 3, \\
2.5, & \text{else}
\end{cases}
\]

on \(-6 < x < 6\), as shown in Figure 3.11.

First we test a case of the disturbance propagating in a stationary steady state. We choose the steady state solution \( \rho_0, v_0 \) on \([-6, 6]\) to be \( \rho_0 = 3.375, v_0 = 0 \). We choose initial density value and velocity value as

\[
\rho(x, 0) = \begin{cases} 
\rho_0 + 10^{-2}, & -4 \leq x \leq -2, \\
\rho_0, & \text{else}
\end{cases}
\]

and \( v(x, 0) = v_0 \). The initial density is plotted in Figures 3.12. We use 100 cells and take \( \frac{\Delta t}{\Delta x} = 1/2 \). The propagation phenomenon of the initial disturbance is similar to that of shallow water flow. We plot our solutions of density at \( t = 2.5, 4 \) in Figures 3.13, 3.14 respectively. At \( t = 2.5 \), the right going disturbance begins to encounter the cross-sectional discontinuity and at \( t = 4 \), the initially left going disturbance leaves the domain and the two remaining visible disturbance are split from the initially right going disturbance.

We then test our scheme in predicting the propagation of disturbance in non-stationary steady state solution. The cross-sectional area is the same. We choose a
subcritical steady state solution \( \rho_0, v_0 \) on \([-6, 6]\) belonging to Definition 3.1 satisfying

\[
\begin{align*}
\alpha \rho_0 v_0 &= -3; \\
\frac{1}{2} v_0^2 + k \frac{\gamma}{\gamma - 1} \rho_0^{\gamma - 1} &= 6;
\end{align*}
\]

We choose initial density value and velocity value as

\[
\rho(x, 0) = \begin{cases} 
\rho_0 + 0.05, & -4 \leq x \leq -2, \\
\rho_0, & \text{else}
\end{cases}
\]

and \( v(x, 0) = \frac{-3}{\alpha \rho(x, 0)} \). The initial density and Mach number \( \frac{v}{\sqrt{k \gamma \rho^{\gamma - 1}}} \) are plotted in Figures 3.15, 3.16 respectively. We use 100 cells and take \( \frac{\Delta t}{\Delta x} = 1/2 \). We plot in Figure 3.17 the solutions of density at \( t = 1.5 \), when the two disturbance visible is split from the initial disturbance, and plot in Figure 3.18 the solutions of density at \( t = 4.5 \), when the two disturbance visible is split from the initially right going disturbance.

For both cases, compared with reference solutions, the solutions by our slope selecting scheme using 100 cells can efficiently preserve the steady state solution and correctly predict the positions of propagating disturbances.

![Figure 3.1 Example 3.1, transonic case. Density at t=0.8; solid line: the exact solution; "o": the solution of HLLE solver using 100 cells; "x": the solution of relaxation scheme using 100 cells.](image)
Figure 3.2 Example 3.1, transonic case. Mach number $v \sqrt{\frac{k\gamma\rho}{\gamma-1}}$ at $t=0.8$; solid line: the exact solution; "o": the solution of HLLE solver using 100 cells; "x": the solution of relaxation scheme using 100 cells.

Figure 3.3 Example 3.1, transonic case. Energy $\frac{1}{2}v^2 + k\frac{\gamma}{\gamma-1}\rho^{\gamma-1}$ at $t=0.8$; solid line: the exact solution; "o": the solution of HLLE solver using 100 cells; "x": the solution of relaxation scheme using 100 cells.
Figure 3.4 Example 3.2, mixed sub- and super-sonic case. Density at $t=0.8$; solid line: the exact solution; "o": the solution of HLLE solver using 100 cells; "x": the solution of relaxation scheme using 100 cells.

Figure 3.5 Example 3.2, mixed sub- and super-sonic case. Mach number $\frac{v}{\sqrt{k\gamma \rho^{-\gamma}}} \sqrt{\frac{k\gamma}{2}} \rho$ at $t=0.8$; solid line: the exact solution; "o": the solution of HLLE solver using 100 cells; "x": the solution of relaxation scheme using 100 cells.
Figure 3.6 Example 3.2, mixed sub- and super-sonic case. Energy
\( \frac{1}{2}v^2 + k \frac{\gamma}{\gamma - 1} \rho^{\gamma - 1} \) at \( t=0.8 \); solid line: the exact solution; "o": the solution of HLLE solver using 100 cells; "x": the solution of relaxation scheme using 100 cells.

Figure 3.7 Example 3.3, steady state capturing. The nozzle cross-sectional area.
Figure 3.8 Example 3.3, steady state capturing. Density at steady state; solid line: exact solution; ”o” solution of the slope selecting method using 100 cells.

Figure 3.9 Example 3.3, steady state capturing. Mach number $\frac{u}{\sqrt{k\gamma \rho^{\gamma-1}}}$ at steady state; solid line: exact solution; ”o” solution of the slope selecting method using 100 cells.
Figure 3.10 Example 3.3, steady state capturing. Energy $\frac{1}{2} v^2 + k \frac{\gamma}{\gamma - 1} \rho^{\gamma - 1}$ at steady state; solid line: exact solution; "o" solution of the slope selecting method using 100 cells.

Figure 3.11 Example 3.4, quasi steady problem. The nozzle cross-sectional area.
Figure 3.12 Example 3.4, stationary quasi steady problem. Density at initial time.

Figure 3.13 Example 3.4, stationary quasi steady problem. Density at t=2.5; solid line: the reference solution; "o": the solution of the slope selecting method using 100 cells.
Figure 3.14  Example 3.4, stationary quasi steady problem. Density at t=4; solid line: the reference solution; ”o” : the solution of the slope selecting method using 100 cells.

Figure 3.15  Example 3.4, non-stationary quasi steady problem. Density at initial time.
Figure 3.16 Example 3.4, non-stationary quasi steady problem. Mach number $\frac{v}{\sqrt{k\gamma \rho^{\gamma-1}}}$ at initial time.

Figure 3.17 Example 3.4, non-stationary quasi steady problem. Density at t=1.5; solid line: the reference solution; "o": the solution of the slope selecting method using 100 cells.
The one-dimensional non-isothermal nozzle flow equations can be described by the following Euler equations with a geometric source term

\begin{align}
\partial_t(a\rho) + \partial_x(a\rho v) &= 0, \quad (4.96) \\
\partial_t(a\rho v) + \partial_x(a\rho v^2 + Pa) &= P\partial_x a, \quad (4.97) \\
\partial_t(aE) + \partial_x(v(E + Pa)) &= 0; \quad (4.98)
\end{align}

where $\rho, v, P, E$ are respectively density, velocity, pressure, and total energy, $a(x) > 0$ is area of the nozzle. For a polytropic gas, the equation of state is given by

$$P = (\gamma - 1)(E - \frac{1}{2}\rho v^2). \quad (4.99)$$

The cell average method for above non-isothermal nozzle flow equations takes the form

$$\partial_t(a\rho)_j + \frac{m_{j+\frac{1}{2}} - m_{j-\frac{1}{2}}}{\Delta x} = 0, \quad (4.100)$$
\[
\partial_t (a\rho v)_j + \frac{e_j^{i+\frac{1}{2}} - e_j^{i-\frac{1}{2}}}{\Delta x} = P_j \frac{a_j^{i+\frac{1}{2}} - a_j^{i-\frac{1}{2}}}{\Delta x},
\]
(4.101)

\[
\partial_t (aE)_j + \frac{f_j^{i+\frac{1}{2}} - f_j^{i-\frac{1}{2}}}{\Delta x} = 0;
\]
(4.102)

where \( a_{j+\frac{1}{2}} = a(x_{j+\frac{1}{2}}) \) and \( m_{j-\frac{1}{2}}, m_{j+\frac{1}{2}}, e_{j-\frac{1}{2}}, e_{j+\frac{1}{2}}, f_{j-\frac{1}{2}}, f_{j+\frac{1}{2}} \) denote respectively numerical fluxes for conserved variables \( a\rho, a\rho v \) and \( aE \) at interfaces \( j - \frac{1}{2}, j + \frac{1}{2} \) obtained by solving the homogeneous part of the non-isothermal nozzle flow equations (4.96)-(4.98), namely the Euler equations.

The stationary steady state equations are given by

\[
v = 0,
\]
(4.103)

\[
P = (\gamma - 1) E = C.
\]
(4.104)

The non-stationary steady state equations are given by

\[
a\rho v = C_1,
\]
(4.105)

\[
av \left( \gamma E - \frac{\gamma - 1}{2} \rho v^2 \right) = C_2,
\]
(4.106)

\[
\frac{\rho^\gamma}{E - \frac{1}{2} \rho v^2} = C_3.
\]
(4.107)

Similar to shallow water equations and isothermal nozzle flow equations, we can define the steady state solutions for non-isothermal nozzle flow equations with discontinuous cross-sectional area associated with smooth steady state conditions across the cross-sectional discontinuity. The definitions are given respectively for stationary and non-stationary case since the steady state conditions are different.

**Definition 4.1** Stationary steady state solutions to non-isothermal nozzle flow equations with discontinuous cross-sectional area: for a given initial condition to non-isothermal nozzle flow equations (4.96)-(4.98) with discontinuous cross-sectional area, the solution will remain unchanged, i.e. the initial condition is the steady state solution for non-isothermal nozzle flow equations with discontinuous cross-sectional area, if the initial condition satisfies (4.103) and (4.104) anywhere including across the cross-sectional discontinuity.

**Definition 4.2** Non-stationary steady state solutions to non-isothermal nozzle flow equations with discontinuous cross-sectional area: for a given initial condition to non-isothermal nozzle flow equations (4.96)-(4.98) with discontinuous cross-sectional area, the solution will remain unchanged, i.e. the initial condition is the steady state solution for non-isothermal nozzle flow equations with discontinuous cross-sectional area, if the initial condition is non-stationary steady state solution i.e. velocity and
density are non-zero in the solution on continuous cross-sectional part, and across the cross-sectional discontinuity the conditions (4.105)-(4.107) hold, namely

\[ a_l \rho_l v_l = a_r \rho_r v_r, \]  \hspace{1cm} (4.108)

\[ a_l v_l \left( \gamma E_l - \frac{\gamma - 1}{2} \rho_l (v_l)^2 \right) = a_r v_r \left( \gamma E_r - \frac{\gamma - 1}{2} \rho_r (v_r)^2 \right), \]  \hspace{1cm} (4.109)

\[ \frac{\rho_l^\gamma}{E_l - \frac{1}{2} \rho_l (v_l)^2} = \frac{\rho_r^\gamma}{E_r - \frac{1}{2} \rho_r (v_r)^2}, \]  \hspace{1cm} (4.110)

where \( \rho_l, v_l, E_l, a_l \) and \( \rho_r, v_r, E_r, a_r \) are the density, velocity, total energy in the initial condition and the cross-sectional area at two sides of the cross-sectional discontinuity, and one of the following situations occurs

i) \[ \frac{|v_l|}{\sqrt{\gamma P_l/\rho_l}} < 1, \quad \frac{|v_r|}{\sqrt{\gamma P_r/\rho_r}} < 1, \]  \hspace{1cm} (4.111)

ii) \[ \frac{|v_l|}{\sqrt{\gamma P_l/\rho_l}} > 1, \quad \frac{|v_r|}{\sqrt{\gamma P_r/\rho_r}} > 1, \]  \hspace{1cm} (4.112)

iii) \[ \left\{ \begin{array}{ll} \frac{|v_l|}{\sqrt{\gamma P_l/\rho_l}} = 1, & \text{if } a_l < a_r \\ \frac{|v_r|}{\sqrt{\gamma P_r/\rho_r}} = 1, & \text{if } a_l > a_r \end{array} \right., \]  \hspace{1cm} (4.113)

where \( P_l, P_r \) are pressure in the initial condition at two sides of the cross-sectional discontinuity which are

\[ P_l = (\gamma - 1)(E_l - \frac{1}{2} \rho_l (v_l)^2), \quad P_r = (\gamma - 1)(E_r - \frac{1}{2} \rho_r (v_r)^2). \]

4.1 Energy gradient method (EGM)

When the cross-sectional area is continuously variable, similar to dealing with isothermal nozzle flow equations or shallow water equations, one can obtain a steady state preserving method by adding a data reconstruction procedure into the cell average method. Since in stationary steady state, the pressure as well as the total energy are constant, so we can use a data reconstruction procedure based on total energy as follows.

1) In the step of defining the slopes of conserved variables \( a\rho, a\rho v, aE \) in each cell. Instead of defining the slope of \( aE \), define the slope (denoted by \( S^2_k \)) for the total energy \( E \)

\[ S^2_k = G(E_{k-1}, E_k, E_{k+1}) \]

where \( G \) is a standard slope limiter [29]. The slopes of \( a\rho, a\rho v \) are still defined.

2) The values of \( aE \) on the left and right of the cell interface \( x_{k+\frac{1}{2}} \) are

\[ (aE)^{L}_{k+\frac{1}{2}} = a_{k+\frac{1}{2}}(E_k + \frac{1}{2} \Delta x S_k^2), \quad (aE)^{R}_{k+\frac{1}{2}} = a_{k+\frac{1}{2}}(E_{k+1} - \frac{1}{2} \Delta x S_{k+1}^2). \]
The left and right values of $a_{ρ}, a_{ρv}$ are obtained by their cell average values and slopes. These left and right values of conserved variables at interface $x_{k+\frac{1}{2}}$ are used by a homogeneous non-isothermal nozzle flow equations solver to get the numerical fluxes $m_{k+\frac{1}{2}}, e_{k+\frac{1}{2}}, f_{k+\frac{1}{2}}$.

3) Once the numerical fluxes for conserved variables are obtained, one can use the cell average formula (4.100)-(4.102) as the numerical scheme.

Since this method uses the gradient of total energy instead of that of the conserved variable $aE$ in constructing the two sides values at the interface, we name this method as the energy gradient method (EGM). Similar to proving $Z$-property of SGM, one can prove that EGM can exactly preserve the stationary flow for non-isothermal nozzle flow equations with a continuously variable cross-sectional area ($Z$-property) provided the homogeneous system (Euler equations) solver used by the EGM holds the following property.

**Definition 4.3 property:** a Euler equations conservative scheme exactly preserves the stationary steady state flow. Namely, when the conserved variables values at two sides of an interface for the Euler equations are given by

\[
\begin{align*}
ρ_{j+\frac{1}{2}}^L &= ρ_L, & (ρv)_{j+\frac{1}{2}}^L &= 0, & E_{j+\frac{1}{2}}^L &= \tilde{E}, \\
ρ_{j+\frac{1}{2}}^R &= ρ_R, & (ρv)_{j+\frac{1}{2}}^R &= 0, & E_{j+\frac{1}{2}}^R &= \tilde{E},
\end{align*}
\]

where $ρ_L, ρ_R$ may not be equal, the scheme can give the exact numerical flux at the interface $(0, (\gamma - 1)\tilde{E}, 0)$.

This is a reasonable requirement since Euler equations is got from the non-isothermal nozzle flow equations with the cross-sectional area being a constant. So property in Definition 4.3 is the simplest case of $Z$-property for non-isothermal nozzle flow equations when the cross-sectional area is a constant.

### 4.2 The slope selecting method

In the slope selecting method, we start from EGM and add in slope selecting strategy and interface type source term approximation near or in the cell containing the cross-sectional discontinuity. Assume a discontinuity of cross-sectional area is contained in the center of a cell $[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]$. Let $a_i$ be the interface values of $a$ at $x_i, i = j-\frac{1}{2}, j+\frac{1}{2}$.

We define the quantities at interfaces $j - \frac{1}{2}, j + \frac{1}{2}$:

\[
\begin{align*}
(aρ)_{j-\frac{1}{2}}^* &= \frac{2(aρ)_{j}(aρ)_{j-1}}{(aρ)_{j+1} + (aρ)_{j-1}}, & (aρ)_{j+\frac{1}{2}}^* &= \frac{2(aρ)_{j}(aρ)_{j+1}}{(aρ)_{j+1} + (aρ)_{j-1}}, \\
(aE)_{j-\frac{1}{2}}^* &= \frac{2(aE)_{j}(aE)_{j-1}}{(aE)_{j+1} + (aE)_{j-1}}, & (aE)_{j+\frac{1}{2}}^* &= \frac{2(aE)_{j}(aE)_{j+1}}{(aE)_{j+1} + (aE)_{j-1}}, \\
ρ_{j\pm\frac{1}{2}}^* &= \frac{(aρ)_{j\pm\frac{1}{2}}^*}{a_{j\pm\frac{1}{2}}}, & E_{j\pm\frac{1}{2}}^* &= \frac{(aE)_{j\pm\frac{1}{2}}^*}{a_{j\pm\frac{1}{2}}},
\end{align*}
\]

(4.114) (4.115) (4.116)
We set the slopes for \( a\rho \) in cells \( j - 1, j, j + 1 \) as

\[
S^1_j = \frac{(a\rho)^*_{j+\frac{1}{2}} - (a\rho)^*_{j-\frac{1}{2}}}{\Delta x}, \tag{4.117}
\]

\[
S^1_{j-1} = \frac{\text{sign}((a\rho)_{j+1} - (a\rho)_{j-2}) + \text{sign}((a\rho)_{j+\frac{1}{2}} - (a\rho)_{j-\frac{1}{2}})}{2\Delta x} \min\{|(a\rho)_{j+1} - (a\rho)_{j-2}|, |(a\rho)_{j+\frac{1}{2}} - (a\rho)_{j-\frac{1}{2}}|\}, \tag{4.118}
\]

\[
S^1_{j+1} = \frac{\text{sign}((a\rho)_{j+2} - (a\rho)_{j+1}) + \text{sign}((a\rho)_{j+\frac{3}{2}} - (a\rho)_{j+\frac{1}{2}})}{2\Delta x} \min\{|(a\rho)_{j+2} - (a\rho)_{j+1}|, |(a\rho)_{j+\frac{3}{2}} - (a\rho)_{j+\frac{1}{2}}|\}. \tag{4.119}
\]

We set the slope for \( aE \) in cell \( j \) as

\[
\frac{(aE)^*_{j+\frac{1}{2}} - (aE)^*_{j-\frac{1}{2}}}{\Delta x} \tag{4.120}
\]

We set the slopes for \( E \) in cells \( j - 1, j, j + 1 \) as

\[
S^0_{j-1} = \frac{\text{sign}(E_{j-1} - E_{j-2}) + \text{sign}(E^*_{j-\frac{1}{2}} - E_{j-1})}{2\Delta x} \min\{|E_{j-1} - E_{j-2}|, |E^*_{j-\frac{1}{2}} - E_{j-1}|\}, \tag{4.121}
\]

\[
S^0_{j+1} = \frac{\text{sign}(E_{j+1} - E_{j+2}) + \text{sign}(E_{j+\frac{1}{2}} - E^*_{j+\frac{1}{2}})}{2\Delta x} \min\{|E_{j+1} - E_{j+2}|, |E_{j+\frac{1}{2}} - E^*_{j+\frac{1}{2}}|\}. \tag{4.122}
\]

The values of \( aE \) on the left and right of the cell interfaces \( x_{j\pm\frac{1}{2}} \) are

\[
(aE)^L_{j-\frac{1}{2}} = a_{j-\frac{1}{2}}(E_{j-1} + \frac{1}{2}\Delta x S^2_{j-1}), \quad (aE)^R_{j-\frac{1}{2}} = (aE)^*_{j-\frac{1}{2}},
\]

\[
(aE)^L_{j+\frac{1}{2}} = (aE)^*_{j+\frac{1}{2}}, \quad (aE)^R_{j+\frac{1}{2}} = a_{j+\frac{1}{2}}(E_{j+1} - \frac{1}{2}\Delta x S^2_{j+1})
\]

with \((aE)^*_{j\pm\frac{1}{2}}, S^2_{j\pm1}\) defined in (4.115), (4.121) and (4.122).

The left and right values of \( a\rho, a\rho v \) are still obtained by their cell average values and slopes. These left and right values of conserved variables at interfaces \( x_{j\pm\frac{1}{2}} \) are used by a homogeneous non-isothermal nozzle flow equations conservative scheme to get the numerical fluxes \( m_{j\pm\frac{1}{2}}, e_{j\pm\frac{1}{2}}, f_{j\pm\frac{1}{2}} \).

From above obtained quantities, define

\[
v^*_{j\pm\frac{1}{2}} = \frac{m_{j\pm\frac{1}{2}}}{(a\rho)^*_{j\pm\frac{1}{2}}}, \quad P^*_{j\pm\frac{1}{2}} = (\gamma - 1) \left( E^*_{j\pm\frac{1}{2}} - \frac{1}{2}\rho^*_{j\pm\frac{1}{2}}(v^*_{j\pm\frac{1}{2}})^2 \right). \tag{4.123}
\]

If \( v^*_{j-\frac{1}{2}} = v^*_{j+\frac{1}{2}} = 0 \), this is the stationary case. We use the following expression

\[
\frac{P^*_{j-\frac{1}{2}} + P^*_{j+\frac{1}{2}}}{\Delta x} a_{j+\frac{1}{2}} - a_{j-\frac{1}{2}}. \tag{4.124}
\]
to replace the source term approximation in cell average method (4.101). This is the interface scheme introduced in [21].

In other non-stationary cases, as in [23], denote
\[ H_i = a_i \rho_i^* v_i^*, \quad G_i = a_i v_i^* \left( \gamma E_i^* - \frac{\gamma}{2} \rho_i^* (v_i^*)^2 \right), \]
\[ F_i = \frac{(\rho_i^*)^\gamma}{E_i^* - \frac{\gamma}{2} \rho_i^* (v_i^*)^2}, \]
i = j \pm \frac{1}{2}. We choose \( \hat{a}, H, G, F \) to be linear functions on 
\([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\) with
\[ \hat{a}(x_i) = a_i, \quad H(x_i) = H_i, \quad G(x_i) = G_i, \quad F(x_i) = F_i, \quad i = j \pm \frac{1}{2}. \] (4.125)

We choose smooth \( \hat{\rho}, \hat{v}, \hat{E} \) on \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\) satisfying
\[ \hat{a} \hat{\rho} \hat{v} = H, \] (4.126)
\[ \hat{a} \hat{v} \left( \gamma \hat{E} - \frac{\gamma - 1}{2} \hat{\rho} \hat{v}^2 \right) = G, \] (4.127)
\[ \frac{\hat{\rho}^\gamma}{\hat{E} - \frac{1}{2} \hat{\rho} \hat{v}^2} = F. \] (4.128)

with endpoint values
\[ \hat{\rho}(x_i) = \rho_i^*, \quad \hat{v}(x_i) = v_i^*, \quad \hat{E}(x_i) = E_i^*, \quad i = j \pm \frac{1}{2}. \] (4.129)

Define \( \hat{P} \) by
\[ \hat{P} = (\gamma - 1)(\hat{E} - \frac{1}{2} \hat{\rho} \hat{v}^2). \] (4.130)

We then use the following expression
\[ \frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \hat{P} dx \frac{a_{j+\frac{1}{2}} - a_{j-\frac{1}{2}}}{\Delta x}. \] (4.131)

to replace the source term approximation in cell average method (4.101) to define our scheme. The numerical integration strategy is similar as mentioned for shallow water equations and isothermal nozzle flow equations.

The values of \( \hat{\rho}, \hat{v}, \hat{E} \) are chosen from (4.126)-(4.128) according to the sub- or super-sonic states of the solution. When the flow is transonic over the cross-sectional discontinuity, we should do the fix operation to help choosing these values from (4.126)-(4.128). This is essentially the same as the isothermal nozzle flow equations.

We use the scheme of EGM in all the other cells do not containing a cross-sectional discontinuity with the mention that the slopes of energy and \( a \rho \) in the cell adjacent to a cross-sectional discontinuity is modified by our slope selecting strategy.
Similar to the conclusions for the shallow water equations and isothermal nozzle flow equations, one can prove that our slope selecting method for non-isothermal nozzle flow equations preserves exactly the stationary steady state solutions belonging to Definition 4.1 provided the homogeneous system solver satisfies Definition 4.3, and formally exactly preserves the non-stationary steady state solutions belonging to Definition 4.2 in which no stationary shock exists when cross-sectional area is a step function (S-property). The proof is given in Appendix D.

4.3 Numerical examples

We now give two numerical examples. The first example illustrates that our method works well for calculating both unsteady and steady state solution for the non-isothermal nozzle flow equations. The second example is a quasi-steady problem.

Example 4.1 Steady and unsteady state calculation

This is a problem modified from [11] and has been tested by our method in [23]. The steady state solution for this problem contains a transonic shock. Consider a discontinuous nozzle

\[ a(x) = \begin{cases} 
1.05, & 0 \leq x \leq 2, \\
1.4452 + 0.3 \tanh(0.8x - 4), & 2 < x \leq 10.
\end{cases} \]

shown in Figure 4.1. The computational domain is \(0 \leq x \leq 10\). The left boundary conditions are \((\rho_l, v_l, E_l) = (0.502, 1.299, 1.378)\), the right boundary conditions are \(\rho_r = 0.776\). We choose the initial values as \(a(\rho, \rho v, E) = (0.528, 0.686, 1.447)\) when \(x < 5\) and \(a(\rho, \rho v, E) = (1.354, 0.686, 3.454)\) when \(x > 5\). We take \(\Delta x / \Delta t = 1/4\), use the Roe solver and relaxation scheme for the convection and the second order TVD Runge-Kutta time discretization [35]. The constant \(\hat{C}\) in subcharacteristic condition in relaxation scheme is chosen to be 10.

The density and the quantity \(\rho \gamma P\) at \(t=0.5\) from our slope selecting method based on Roe solver and relaxation scheme using 100 cells and that based on relaxation scheme using 4000 cells, which are used to be the reference solution, are plotted in Figures 4.2-4.3 respectively. The reference solution matches with that given by our method in [23]. The solution already reaches steady state across the cross-sectional discontinuity with \(\rho \gamma P\) being the same constant at two sides at \(t = 0.5\). We also plot the quantity \(\rho \gamma P\) at \(t=0.5\) from relaxation cell average method using 1000 cells in Figure 4.4. The result in Figure 4.4 do not reaches the same constant at two sides of cross-sectional discontinuity and this gap do not decrease when more space points are used. Thus the relaxation cell average method can not capture the energy conservation solution across the cross-sectional discontinuity. This exhibit the conventional cell average method fails in steady state capturing for this example.

Figures 4.5-4.6 plot respectively the density and the quantity \(\rho \gamma P\) in the steady state solution from our method based on Roe solver and relaxation scheme using 100
cells. These results match with that of our method in [23]. It can be seen that the steady state expression \( \frac{\rho^2}{P} \) reach the same constant at two sides of the cross-sectional discontinuity and a transonic shock stands in the steady state solution.

**Example 4.2** A quasi-steady calculation

We calculate in this example the disturbance propagation in a stationary steady state solution of non-isothermal nozzle flow equations using our slope selecting method. We use the zeroth order extrapolation as numerical boundary condition. We use Roe scheme to solve the homogeneous part of non-isothermal nozzle flow equations, namely Euler equations and obtain the reference solution by our method using 1000 grid points. The cross-sectional area is chosen to be

\[
a(x) = \begin{cases} 
1, & x < -2 \\
0.6 + 0.1 \cos\left(\frac{\pi x}{8} + 1\right), & -2 < x < 2, \\
1, & x > 2
\end{cases}
\]

on \(-5 < x < 5\), as shown in Figure 4.7.

We choose the steady state solution \( \rho_0, v_0, E_0 \) on \([-5, 5]\) to be \( \rho_0 = 1, v_0 = 0, E_0 = 3\), choose initial density value, velocity value and total energy value as

\[
E(x, 0) = \begin{cases} 
E_0 + 10^{-2}, & -\frac{1}{2} \leq x \leq \frac{1}{2}, \\
E_0, & \text{else}
\end{cases}
\]

and \( \rho(x, 0) = \rho_0, v(x, 0) = v_0 \). We use 200 cells and take \( \frac{\Delta t}{\Delta x} = 1/2 \). The initial pressure is plotted in Figures 4.8. Figures 4.9-4.12 show respectively solutions of pressure at \( t=1, 1.8, 2.5 \) and density at \( t=2.5 \). The initial disturbance in the pressure splits into two and propagate in different direction, as shown in Figure 4.9. When the initially split disturbances encounter the cross-sectional discontinuities, each further splits into two disturbances, as shown in Figure 4.10. Among these disturbances, two smaller ones move back to the central part of the domain, another two larger ones continue moving outwards, as shown in Figure 4.11. Figure 4.12 show the density at the same time. In these results, compared with reference solutions, the solutions by our slope selecting scheme using 200 cells can efficiently preserve the steady state solution and correctly predict the positions of propagating disturbances.
Figure 4.1 Example 4.1, steady and unsteady calculation. A nozzle with discontinuous cross-sectional area.

Figure 4.2 Example 4.1, steady and unsteady calculation. Density at $t=0.5$; solid line: the reference solution; "o": the solution of Roe solver using 100 cells; "x": the solution of relaxation scheme using 100 cells.
Figure 4.3 Example 4.1, steady and unsteady calculation. Solutions of $\frac{\rho^\gamma}{P}$ at $t=0.5$; solid line: the reference solution; "o": the solution of Roe solver using 100 cells; "x": the solution of relaxation scheme using 100 cells.

Figure 4.4 Example 4.1, steady and unsteady calculation. Solutions of $\frac{\rho^\gamma}{P}$ at $t=0.5$ from relaxation cell average method using 1000 cells.
Figure 4.5  Example 4.1, steady and unsteady calculation. Density in steady state; "o": solution of Roe solver using 100 cells; "x": solution of relaxation scheme using 100 cells.

Figure 4.6  Example 4.1, steady and unsteady calculation. Solutions of $\frac{\rho^\gamma}{P}$ at steady state; "o": solution of Roe solver using 100 cells; "x": solution of relaxation scheme using 100 cells.
Figure 4.7 Example 4.2, quasi-steady calculation. Nozzle cross-sectional area.

Figure 4.8 Example 4.2, quasi-steady calculation. Pressure at initial time.
Figure 4.9 Example 4.2, quasi-steady calculation. Pressure at t=1; solid line: the reference solution; "o": solution of the slope selecting method using 200 cells.

Figure 4.10 Example 4.2, quasi-steady calculation. Pressure at t=1.8; solid line: the reference solution; "o": solution of the slope selecting method using 200 cells.
Figure 4.11  Example 4.2, quasi-steady calculation. Pressure at t=2.5; solid line: the reference solution; ”o”: solution of the slope selecting method using 200 cells.

Figure 4.12  Example 4.2, quasi-steady calculation. Density at t=2.5; solid line: the reference solution; ”o”: solution of the slope selecting method using 200 cells.
5 Conclusions

A simple well-balanced method named \textit{the slope selecting method} is proposed for hyperbolic system with geometrical source terms having concentrations. We use two physical problems, the shallow water equations with discontinuous topography, and the quasi one-dimensional nozzle flows with discontinuous cross-sectional area, to illustrate our method. This method is extended from the interface type method developed in [23]. Two improvements of the this method from the previous method are that this method is efficient in steady state preserving and can be designed based on any conservative scheme for the homogeneous hyperbolic system. Furthermore, the efficiency in steady state capturing of the previous method is inherited in this method. Similar to the previous method, this slope selecting method solves well the sub- or super-critical flows, and with a transonic fix, also handles well the transonic flows over the concentration. In summary, the slope selecting method is efficient in both steady state capturing and preserving, and can be easily applied to different hyperbolic system with geometrical source terms having concentrations with the knowledge of any conservative scheme for the homogeneous system.

The design principle of the slope selecting method is to start from a scheme which is efficient in steady state preserving when the source terms for the hyperbolic system do not have concentration, and then incorporate into this scheme a slope selecting strategy and the interface type source term approximation developed in [23] near or in the cell containing the source term concentration. For shallow water equations, we choose the surface gradient method (SGM) [40] as the basis of our method which is efficient in steady state preserving when the bottom is continuously variable. For nozzle flow equations, in the same principle of SGM, we design the density gradient method (DGM) for isothermal nozzle flow equations and the energy gradient method (EGM) for non-isothermal nozzle flow equations which are efficient steady state preserving schemes when the cross-sectional area is continuously variable. We base on DGM or EGM to design the slope selecting method for nozzle flow equations with discontinuous cross-sectional area.

Extensive numerical experiments demonstrate that the slope selecting method, being widely applicable to conservative schemes for the homogeneous hyperbolic system, is generally effective in steady, unsteady and quasi-steady state solutions calculation of the considered hyperbolic systems with geometrical source terms having concentrations.

Appendix A

This appendix gives the numerical fluxes expressions of the \textit{HLLE} and the relaxation scheme for 1D homogeneous shallow water equations and homogeneous isothermal nozzle flow equations. These numerical fluxes at an interface are calculated from the values of conserved variables on the left and right sides of the interface. These two sides values of conserved variables are the cell average values in the first order method and are obtained from the cell average values with slope
limiter adjustment in the second order method.

The HLLE scheme uses the approximate Riemann solver proposed by Einfeldt [9] on the basis of the HLL solver [18] by Harten, Lax and Van Leer. For 1D homogeneous shallow water Riemann problem, the approximate solution consists three states, the two initial states connected by an intermediate state, which is determined by the conservative property of the system. The speeds of the two discontinuities separating the three states in the solution are appropriately chosen to ensure the positivity preservation and entropy inequality of the solver.

Assume the two sides values of conserved variables \( h, m \) are provided at an interface for 1D shallow water equations denoted as \( h_{j+\frac{1}{2}}, m_{j+\frac{1}{2}} \), and the numerical fluxes for the conserved variables to be calculated are denoted as \( m_{j+\frac{1}{2}}, e_{j+\frac{1}{2}} \), in consistence with the notations used in Section 2.3. Then these numerical fluxes are calculated as follows in HLLE scheme.

Define

\[
F_{j+\frac{1}{2}}^L = \left( \frac{m_{j+\frac{1}{2}}^L}{h_{j+\frac{1}{2}}^L}, \frac{\sqrt{g(h_{j+\frac{1}{2}}^L)^2}}{2} \right) \quad F_{j+\frac{1}{2}}^R = \left( \frac{m_{j+\frac{1}{2}}^R}{h_{j+\frac{1}{2}}^R}, \frac{\sqrt{g(h_{j+\frac{1}{2}}^R)^2}}{2} \right). \quad (A.1)
\]

The next involves defining the averaged water height and velocity. The choice for such values are not unique. For simplicity, in our computation we use the following averaged values

\[
\bar{h} = \frac{h_{j+\frac{1}{2}}^L + h_{j+\frac{1}{2}}^R}{2}, \quad \bar{v} = \frac{m_{j+\frac{1}{2}}^L + m_{j+\frac{1}{2}}^R}{h_{j+\frac{1}{2}}^L + h_{j+\frac{1}{2}}^R}.
\]

Define

\[
c^- = \bar{v} - \sqrt{\bar{g}\bar{h}}, \quad c^+ = \bar{v} + \sqrt{\bar{g}\bar{h}},
\]

\[
b^l = \min \left( \frac{m_{j+\frac{1}{2}}^L}{h_{j+\frac{1}{2}}^L}, \sqrt{gh_{j+\frac{1}{2}}^L}, c^- \right),
\]

\[
b^r = \max \left( \frac{m_{j+\frac{1}{2}}^R}{h_{j+\frac{1}{2}}^R}, \sqrt{gh_{j+\frac{1}{2}}^R}, c^+ \right),
\]

\[
b^+ = \max(b^l, 0), \quad b^- = \min(b^l, 0).
\]

Then the numerical fluxes \( m_{j+\frac{1}{2}}, e_{j+\frac{1}{2}} \) are given by

\[
\left( \frac{m_{j+\frac{1}{2}}}{e_{j+\frac{1}{2}}} \right) = \frac{b^+}{b^+ - b^-} F_{j+\frac{1}{2}}^L - \frac{b^-}{b^+ - b^-} F_{j+\frac{1}{2}}^R + \frac{b^+ b^-}{b^+ - b^-} \left( \frac{h_{j+\frac{1}{2}}^R - h_{j+\frac{1}{2}}^L}{m_{j+\frac{1}{2}}^R - m_{j+\frac{1}{2}}^L} \right). \quad (A.2)
\]

Similarly, for isothermal nozzle flow equations, denote the values of conserved variables at two sides of an interface to be \((a\rho)_{j+\frac{1}{2}}, (a\rho v)_{j+\frac{1}{2}}, (a\rho)_{j+\frac{1}{2}}, (a\rho v)_{j+\frac{1}{2}}\). The
numerical fluxes at the interface, denoted by $m_{j+\frac{1}{2}}, e_{j+\frac{1}{2}}$, are calculated as follows in the HLLE scheme.

Since the cross-sectional discontinuities are set at the center of cells, the cross-sectional area is continuous at the interface. Denote the value of cross-sectional area at the interface to be $a_{j+\frac{1}{2}}$. Denote $\hat{k} = k(a_{j+\frac{1}{2}})^{1-\gamma}$. Define

$$F^{L}_{j+\frac{1}{2}} = \left( \frac{(a\rho v)^{L}_{j+\frac{1}{2}}}{(a\rho)^{L}_{j+\frac{1}{2}}} \right)^2 + \hat{k}\left( (a\rho)^{L}_{j+\frac{1}{2}} \right)^{\gamma}, \quad F^{R}_{j+\frac{1}{2}} = \left( \frac{(a\rho v)^{R}_{j+\frac{1}{2}}}{(a\rho)^{R}_{j+\frac{1}{2}}} \right)^2 + \hat{k}\left( (a\rho)^{R}_{j+\frac{1}{2}} \right)^{\gamma}.$$ (A.3)

Define the averaged $a\rho$ and $v$

$$\overline{a\rho} = \frac{(a\rho)^{L}_{j+\frac{1}{2}} + (a\rho)^{R}_{j+\frac{1}{2}}}{2}, \quad \overline{v} = \frac{(a\rho v)^{L}_{j+\frac{1}{2}} + (a\rho v)^{R}_{j+\frac{1}{2}}}{(a\rho)^{L}_{j+\frac{1}{2}} + (a\rho)^{R}_{j+\frac{1}{2}}}.$$ Define

$$c^- = \overline{v} - \sqrt{\hat{k}\gamma(\overline{a\rho})^{\gamma-1}}, \quad c^+ = \overline{v} + \sqrt{\hat{k}\gamma(\overline{a\rho})^{\gamma-1}}, \quad b^l = \min \left( \frac{(a\rho v)^{L}_{j+\frac{1}{2}}}{(a\rho)^{L}_{j+\frac{1}{2}}} - \sqrt{\hat{k}\gamma\left( (a\rho)^{L}_{j+\frac{1}{2}} \right)^{\gamma-1}}, c^- \right), \quad b^r = \max \left( \frac{(a\rho v)^{R}_{j+\frac{1}{2}}}{(a\rho)^{R}_{j+\frac{1}{2}}} + \sqrt{\hat{k}\gamma\left( (a\rho)^{R}_{j+\frac{1}{2}} \right)^{\gamma-1}}, c^+ \right),$$

$$b^+ = \max (b^r, 0), \quad b^- = \min (b^l, 0).$$

Then the numerical fluxes $m_{j+\frac{1}{2}}, e_{j+\frac{1}{2}}$ are given by

$$\left( \begin{array}{l} m_{j+\frac{1}{2}} \\ e_{j+\frac{1}{2}} \end{array} \right) = \frac{b^+}{b^+ - b^-} F^{L}_{j+\frac{1}{2}} - \frac{b^-}{b^+ - b^-} F^{R}_{j+\frac{1}{2}} + \frac{b^+ b^-}{b^+ - b^-} \left( \frac{(a\rho)^{R}_{j+\frac{1}{2}} - (a\rho)^{L}_{j+\frac{1}{2}}}{(a\rho v)^{R}_{j+\frac{1}{2}} - (a\rho v)^{L}_{j+\frac{1}{2}}} \right).$$ (A.4)

It can be seen that if one obtains the numerical fluxes for the isentropic equations, which is the homogeneous isothermal nozzle flow equations with cross-sectional area $a$ dropping, with left and right hand sides conserved variables values to be $(a\rho)^{L}_{j+\frac{1}{2}}, (a\rho)^{R}_{j+\frac{1}{2}}, (a\rho v)^{L}_{j+\frac{1}{2}}, (a\rho v)^{R}_{j+\frac{1}{2}}$, by the HLLE scheme, and then multiplies those numerical fluxes by $a_{j+\frac{1}{2}}$, the results are the same as (A.4).

The relaxation scheme proposed by Jin and Xin [25] obtains the numerical fluxes for a nonlinear hyperbolic conservation system from a linear hyperbolic system with double variable number. Consider a 1D two equations nonlinear conservation system

$$\left( \begin{array}{l} u_1 \\ u_2 \end{array} \right)_t + \left( \begin{array}{l} f_1(u_1, u_2) \\ f_2(u_1, u_2) \end{array} \right)_x = 0.$$
Assume at an interface the two sides values of conserved variables are given as $u^L_1, u^L_2, u^R_1, u^R_2$. Denote the numerical fluxes at the interface to be calculated as $\hat{f}_1, \hat{f}_2$. Then in relaxation scheme these numerical fluxes are obtained by introducing a four variables linear Riemann problem

$$
\begin{pmatrix}
U_1 \\
U_2 \\
U_3 \\
U_4
\end{pmatrix}_t +
\begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\hat{C} & 0 & 0 & 0 \\
0 & \hat{C} & 0 & 0
\end{pmatrix}
\begin{pmatrix}
U_1 \\
U_2 \\
U_3 \\
U_4
\end{pmatrix}_x = 0
$$

with initial data

$$
\begin{pmatrix}
U_1 \\
U_2 \\
U_3 \\
U_4
\end{pmatrix}
|_{t=0} = \begin{cases}
UL & x < 0 \\
UR & x > 0
\end{cases}
$$

where

$$
UL = \begin{pmatrix}
UL_1 \\
UL_2 \\
UL_3 \\
UL_4
\end{pmatrix} = \begin{pmatrix}
u^L_1 \\
u^L_2 \\
f_1(u^L_1, u^L_2) \\
f_2(u^L_1, u^L_2)
\end{pmatrix},
UR = \begin{pmatrix}
u^R_1 \\
u^R_2 \\
f_1(u^R_1, u^R_2) \\
f_2(u^R_1, u^R_2)
\end{pmatrix}.
$$

The constant $\hat{C}$ in the linear system are positive and satisfies subcharacteristic condition which requires $\sqrt{\hat{C}}$ to be greater than the absolute value of the characteristic speeds in the solution of the nonlinear system. This condition means that the characteristic speeds for the linear system are greater than those for original nonlinear equations.

The numerical fluxes $\hat{f}_1, \hat{f}_2$ are set to be values of $U_3, U_4$ at $x = 0$ in the linear Riemann problem. These values can be calculated to be given as

$$
\begin{pmatrix}
\hat{f}_1 \\
\hat{f}_2
\end{pmatrix}
= \begin{pmatrix}
\frac{UL_3 + UR_3}{2} + \frac{\sqrt{\hat{C}}}{2}(UL_1 - UR_1) \\
\frac{UL_4 + UR_4}{2} + \frac{\sqrt{\hat{C}}}{2}(UL_2 - UR_2)
\end{pmatrix}.
$$

(A.5)

For 1D shallow water equations, denote the conserved variables values at two sides of an interface to be $h^L_{j+\frac{1}{2}}, m^L_{j+\frac{1}{2}}, h^R_{j+\frac{1}{2}}, m^R_{j+\frac{1}{2}}$, and define the corresponding fluxes $F^L_{j+\frac{1}{2}}, F^R_{j+\frac{1}{2}}$ as in (A.1). Then from (A.5) the numerical fluxes given by the relaxation scheme are written as

$$
\begin{pmatrix}
m_{j+\frac{1}{2}} \\
e_{j+\frac{1}{2}}
\end{pmatrix}
= \frac{F^L_{j+\frac{1}{2}} + F^R_{j+\frac{1}{2}}}{2} + \frac{\sqrt{\hat{C}}}{2} \begin{pmatrix}
h^L_{j+\frac{1}{2}} - h^R_{j+\frac{1}{2}} \\
m^L_{j+\frac{1}{2}} - m^R_{j+\frac{1}{2}}
\end{pmatrix}.
$$

(A.6)

For homogeneous isothermal nozzle flow equations, denote the conserved variables values at two sides of an interface to be $(a\rho)^L_{j+\frac{1}{2}}, (a\rho v)^L_{j+\frac{1}{2}}, (a\rho)^R_{j+\frac{1}{2}}, (a\rho v)^R_{j+\frac{1}{2}}$.
and define the corresponding fluxes $F_{j+\frac{1}{2}}^L$, $F_{j+\frac{1}{2}}^R$ as in (A.3). Then from (A.5) the numerical fluxes given by the relaxation scheme are written as

$$
\begin{pmatrix}
m_{j+\frac{1}{2}} \\
e_{j+\frac{1}{2}}
\end{pmatrix} = \frac{F_{j+\frac{1}{2}}^L + F_{j+\frac{1}{2}}^R}{2} + \frac{\sqrt{C}}{2} \left( (ap)^{L}_{j+\frac{1}{2}} - (ap)^{R}_{j+\frac{1}{2}} \right). 
$$

(A.7)

**Appendix B**

This Appendix gives the exact solutions with 6 effective number for Examples 2.1, 2.2, 3.1, 3.2. Examples 2.1, 2.2 are Riemann problems for shallow water equations with bottom step. The method for constructing the exact solutions are provided in [1].

**Example 2.1**

$$h(x, t) = \begin{cases} 
4, & \xi_t < \xi_1, \\
\left(-\frac{1}{3\sqrt{g}}(\frac{x}{t} - \xi_1) + 2\right)^2, & \xi_1 < \frac{x}{t} < \xi_2, \\
1.566049, & \xi_2 < \frac{x}{t} < s, \\
0.774464, & s < \frac{x}{t} < 0, \\
1, & \frac{x}{t} > 0,
\end{cases}
$$

$$m(x, t) = \begin{cases} 
-40, & \frac{x}{t} < \xi_1, \\
\left(\frac{2}{3}(\frac{x}{t} - \xi_1) - 10\right) h(x, t), & \xi_1 < \frac{x}{t} < \xi_2, \\
-8.320635, & \xi_2 < \frac{x}{t} < s, \\
-6, & \frac{x}{t} > s,
\end{cases}
$$

with $\xi_1 = -16.260990, \xi_2 = -9.230700, s = -2.931634$.

**Example 2.2**

$$h(x, t) = \begin{cases} 
4, & \frac{x}{t} < \xi_1, \\
\left(-\frac{1}{3\sqrt{g}}(\frac{x}{t} - \xi_1) + 2\right)^2, & \xi_1 < \frac{x}{t} < \xi_2, \\
1.006929, & \xi_2 < \frac{x}{t} < s, \\
0.429476, & s < \frac{x}{t} < 0, \\
\left(\frac{1}{3\sqrt{g}} \frac{x}{t} + 0.942809\right)^2, & 0 < \frac{x}{t} < \xi_3, \\
2, & \frac{x}{t} > \xi_3,
\end{cases}
$$

$$m(x, t) = \begin{cases} 
-40, & x < 0.5\xi_1, \\
\left(\frac{2}{3}(\frac{x}{t} - \xi_1) - 10\right) h(x, t), & \xi_1 < \frac{x}{t} < \xi_2, \\
-3.805371, & \xi_2 < \frac{x}{t} < s, \\
-2.623519, & s < \frac{x}{t} < 0, \\
\left(\frac{2}{3}\frac{x}{t} - 2.951459\right) h(x, t), & 0 < \frac{x}{t} < \xi_3, \\
0, & \frac{x}{t} > \xi_3.
\end{cases}
$$
with $\xi_1 = -16.260990, \xi_2 = -6.914610, \xi_3 = 4.427189, s = -2.037139$.

Examples 3.1, 3.2 are Riemann problems for isothermal nozzle flow equations with cross-sectional area step. The method for constructing the exact solutions are provided in [28].

Example 3.1

$$
\rho(x, t) = \begin{cases} 
  4, & \xi < \xi_1, \\
  \left( -\frac{\gamma-1}{\gamma+1} \frac{1}{\sqrt{\gamma} x} (\xi - \xi_1) + 2^{\gamma-1} \right)^{\frac{2}{\gamma-1}}, & 0 < \frac{\xi}{t} < 0, \\
  0.144489, & 0 < \frac{\xi}{t} < s, \\
  0.334984, & s < \frac{\xi}{t} < \xi_2, \\
  \left( \frac{\gamma-1}{\gamma+1} \frac{1}{\sqrt{4s^2 - \gamma^2}} (\xi - \xi_2) + (0.334984)^{\frac{\gamma-1}{\gamma+1}} \right)^{\frac{2}{\gamma-1}}, & 0 < \frac{\xi}{t} < \xi_3, \\
  1, & \frac{\xi}{t} > \xi_3
\end{cases}
$$

$$
m(x, t) = \begin{cases} 
  -7.2, & \xi < \xi_1, \\
  \left( \frac{\gamma-1}{\gamma+1} (\xi - \xi_1) - 1.8 \right) \rho(x, t), & \xi_1 < \frac{\xi}{t} < 0, \\
  0.235688, & 0 < \frac{\xi}{t} < s, \\
  0.283244, & s < \frac{\xi}{t} < \xi_2, \\
  \left( \frac{\gamma-1}{\gamma+1} (\xi - \xi_2) + 0.845545 \right) \rho(x, t), & 0 < \frac{\xi}{t} < \xi_3, \\
  2, & \frac{\xi}{t} > \xi_3
\end{cases}
$$

with $\xi_1 = -3.254832, \xi_2 = 1.807837, \xi_3 = 3.154701, s = 0.249642$.

Example 3.2

$$
\rho(x, t) = \begin{cases} 
  4, & \xi < \xi_1, \\
  \left( -\frac{\gamma-1}{\gamma+1} \frac{1}{\sqrt{4s^2 - \gamma^2}} (\xi - \xi_1) + 2^{\gamma-1} \right)^{\frac{2}{\gamma-1}}, & 0 < \frac{\xi}{t} < \xi_2, \\
  2.081147, & \xi_2 < \frac{\xi}{t} < 0, \\
  2.299140, & 0 < \frac{\xi}{t} < \xi_3, \\
  \left( \frac{\gamma-1}{\gamma+1} \frac{1}{\sqrt{4s^2 - \gamma^2}} (\xi - \xi_3) + (2.299140)^{\frac{\gamma-1}{\gamma+1}} \right)^{\frac{2}{\gamma-1}}, & \xi_3 < \frac{\xi}{t} < \xi_4, \\
  6, & \frac{\xi}{t} > \xi_4
\end{cases}
$$

$$
m(x, t) = \begin{cases} 
  -6.4, & \xi < \xi_1, \\
  \left( \frac{\gamma-1}{\gamma+1} (\xi - \xi_1) - 1.6 \right) \rho(x, t), & \xi_1 < \frac{\xi}{t} < \xi_2, \\
  -1.455504, & \xi_2 < \frac{\xi}{t} < 0, \\
  -0.873302, & 0 < \frac{\xi}{t} < \xi_3, \\
  \left( \frac{\gamma-1}{\gamma+1} (\xi - \xi_3) - 0.379839 \right) \rho(x, t), & \xi_3 < \frac{\xi}{t} < \xi_4, \\
  6, & \frac{\xi}{t} > \xi_4
\end{cases}
$$

with $\xi_1 = -3.054832, \xi_2 = -2.004104, \xi_3 = 0.946732, \xi_4 = 2.556543$.

Appendix C
In this appendix we prove the S-property of our slope selecting method described in Section 3.2 for isothermal nozzle flow equations with discontinuous cross-sectional area. Namely, the following theorem holds for our slope selecting method.

**Theorem C.1** When the cross-sectional area is a step function, if the interface type source term approximation in the slope selecting method can be exactly computed, the slope selecting scheme described in Section 3.2 can preserve exactly any steady state solution belonging to Definition 3.1 in which the steady state conditions (3.77)-(3.78) are hold anywhere including across the cross-sectional discontinuity.

**proof.** Assume the cross-sectional area is a step function with left and right side values \( a_l \) and \( a_r \). We only need to prove our slope selecting scheme preserve the steady state solution exactly in the cell \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\) which contains the cross-sectional discontinuity in the center. The density and velocity in the steady state solution are step functions. Denote their left and right values to be \( \rho_l, v_l \) and \( \rho_r, v_r \), which satisfy

\[
a_l \rho_l v_l = a_r \rho_r v_r, \tag{C.8}
\]

\[
\frac{1}{2} v_l^2 + k \frac{\gamma}{\gamma - 1} (\rho_l)^{\gamma - 1} = \frac{1}{2} v_r^2 + k \frac{\gamma}{\gamma - 1} (\rho_r)^{\gamma - 1}. \tag{C.9}
\]

It can be similarly checked as for shallow water equations that the numerical fluxes in our slope selecting method at interfaces \( j \pm \frac{1}{2} \) preserve the exact values due to the slope selecting strategy implemented in the method.

\[
m_{j-\frac{1}{2}} = a_l \rho_l v_l, \quad e_{j-\frac{1}{2}} = a_l \rho_l (v_l)^2 + k a_l (\rho_l)^{\gamma},
\]

\[
m_{j+\frac{1}{2}} = a_r \rho_r v_r, \quad e_{j+\frac{1}{2}} = a_r \rho_r (v_r)^2 + k a_r (\rho_r)^{\gamma},
\]

and the interface values of \( \rho, v \) defined for interface type source term approximation (3.85), (3.89) are

\[
\rho^*_{j-\frac{1}{2}} = \rho_l, \quad \rho^*_{j+\frac{1}{2}} = \rho_r, \quad v^*_{j-\frac{1}{2}} = v_l, \quad v^*_{j+\frac{1}{2}} = v_r. \tag{C.10}
\]

Our slope selecting scheme for isothermal nozzle flow equations in the cell \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\) thus can be written as

\[
\partial_t (a \rho) + \frac{a_r \rho_r v_r - a_l \rho_l v_l}{\Delta x} = 0, \tag{C.11}
\]

\[
\partial_t (a \rho v) + \frac{(a_r \rho_r v_r^2 + k a_r (\rho_r)^{\gamma}) - (a_l \rho_l v_l^2 + k a_l (\rho_l)^{\gamma})}{\Delta x} = \frac{k}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} (\rho)^{\gamma} \hat{a} \rho \Delta x dx, \tag{C.12}
\]

where \( \hat{\rho}, \hat{a} \) are smooth functions on \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\) defined in Section 3.2.

The flux difference for \( a \rho \) in scheme (C.11) is zero due to (C.8). Recall \( \hat{v} \) defined in Section 3.2. For steady state solutions satisfying one of conditions (3.81)-(3.83)
described in Definition 3.1, the transonic fix in our source term approximation does not apply. So the endpoint values for functions \(\hat{\rho}, \hat{\nu}\) are given by (3.94), which are given by (C.10). Recall the identities (3.91), (3.92), the flux difference for \(a\rho\nu\) in scheme (C.12) can be calculated as

\[
\frac{(a_r \rho_r v_r^2 + ka_r (\rho_r)^\gamma) - (a_l \rho_l v_l^2 + ka_l (\rho_l)^\gamma)}{\Delta x} - \frac{k}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} (\hat{\rho})^{\gamma-1} \hat{\rho}_x \, dx
\]

\[
= \frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \left[ (a\hat{\rho}\hat{\nu}) - (a\hat{\rho}\hat{\nu})_x + (a\hat{\rho}\gamma) \right] \, dx
\]

\[
= \frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \left[ H_x \hat{\nu} + a\hat{\rho} (\hat{\nu}_x + k\gamma (\hat{\rho})^{\gamma-2} \hat{\rho}_x) \right] \, dx
\]

\[
= \frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \left[ H_x \hat{\nu} + a\hat{\rho} G_x \right] \, dx. \tag{C.13}
\]

Finally recall the definitions of \(H, G\) (3.90) and the facts (C.8), (C.9), one knows \(H, G\) indeed are constants in the cell \([x_{j-1/2}, x_{j+1/2}]\). So the function in the integration (C.13) is identically zero and the flux difference for \(a\rho\nu\) in scheme (C.12) is zero. Thus this steady state solution is exactly preserved by our slope selecting scheme described in Section 3.2.

Appendix D

In this appendix we prove the \(S\)-property of our slope selecting method described in Section 4.2 for non-isothermal nozzle flow equations with discontinuous cross-sectional area. Namely, the following theorem holds for our slope selecting method.

**Theorem D.1** When the cross-sectional area is a step function, the slope selecting scheme described in Section 4.2 can preserve exactly any stationary steady state solution belonging to Definition 4.1 if the Euler equations solver used by the slope selecting method has the property in Definition 4.3, and can preserve exactly any non-stationary steady state solution belonging to Definition 4.2 in which the steady state conditions (4.105)-(4.107) are hold anywhere including across the cross-sectional discontinuity if the interface type source term approximation in the slope selecting method can be exactly computed.

**proof.** Assume the cross-sectional area is a step function with left and right side values \(a_l\) and \(a_r\). We only need to prove our slope selecting scheme preserve the steady
state solution exactly in the cell \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\) which contains the cross-sectional discontinuity in the center. We discuss the stationary and non-stationary steady state solution respectively.

For stationary steady state solution case, the velocity, total energy are constants on the entire domain. Denote them by \(\bar{v} = 0\) and \(\bar{E}\). It can be checked that the conserved variables values at two sides of interface \(j + \frac{1}{2}\) in our slope selecting method take the following form due to the slope selecting strategy implemented in the method.

\[
\begin{align*}
(a\rho)^L_{j+\frac{1}{2}} &= (a\rho)_L, & (a\rho v)^L_{j+\frac{1}{2}} &= 0, & (aE)^L_{j+\frac{1}{2}} &= a_r \bar{E}, \\
(a\rho)^R_{j+\frac{1}{2}} &= (a\rho)_R, & (a\rho v)^R_{j+\frac{1}{2}} &= 0, & (aE)^R_{j+\frac{1}{2}} &= a_r \bar{E},
\end{align*}
\]

where \((a\rho)_L, (a\rho)_R\) are certain values which may not be equal.

Since the Euler equations solver used by the slope selecting method has the property in Definition 4.3, the numerical fluxes at interface \(j + \frac{1}{2}\) in the slope selecting method are given by

\[
\begin{align*}
m_{j+\frac{1}{2}} &= 0, & e_{j+\frac{1}{2}} &= (\gamma - 1) \bar{E} a_r, & f_{j+\frac{1}{2}} &= 0. \\
\end{align*}
\]

In the same way, the numerical fluxes at interface \(j - \frac{1}{2}\) are given by

\[
\begin{align*}
m_{j-\frac{1}{2}} &= 0, & e_{j-\frac{1}{2}} &= (\gamma - 1) \bar{E} a_l, & f_{j-\frac{1}{2}} &= 0.
\end{align*}
\]

Also notice the quantities \(E^*_{j\pm\frac{1}{2}}\) in (4.116), \(v^*_{j\pm\frac{1}{2}}\) and \(P^*_{j\pm\frac{1}{2}}\) in (4.123) can be checked to be

\[
\begin{align*}
E^*_{j\pm\frac{1}{2}} &= \bar{E}, & v^*_{j\pm\frac{1}{2}} &= 0, & P^*_{j\pm\frac{1}{2}} &= (\gamma - 1) \bar{E}.
\end{align*}
\]

Thus in this stationary steady state solution case, our slope selecting scheme for non-isothermal nozzle flow equations in the cell \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\) can be written as

\[
\begin{align*}
\partial_t (a\rho)_j + \frac{0 - 0}{\Delta x} &= 0, & \quad \text{(D.14)} \\
\partial_t (a\rho v)_j + \frac{(\gamma - 1) \bar{E} a_r - (\gamma - 1) \bar{E} a_l}{\Delta x} &= \frac{P^*_{j-\frac{1}{2}} + P^*_{j+\frac{1}{2}} a_r - a_l}{2 \Delta x}, & \quad \text{(D.15)} \\
\partial_t (aE)_j + \frac{0 - 0}{\Delta x} &= 0. & \quad \text{(D.16)}
\end{align*}
\]

The flux difference in (D.15) is also zero since \(P^*_{j\pm\frac{1}{2}} = (\gamma - 1) \bar{E}\). Thus this stationary steady state solution is exactly preserved by our slope selecting scheme described in Section 4.2.
For non-stationary steady state solution case, the density, velocity and total energy in the steady state solution are step functions. Denote their left and right values to be \( \rho_l, v_l, E_l \) and \( \rho_r, v_r, E_r \). The two sides pressures are

\[
P_l = (\gamma - 1) \left( E_l - \frac{1}{2} \rho_l(v_l)^2 \right), \quad P_r = (\gamma - 1) \left( E_r - \frac{1}{2} \rho_r(v_r)^2 \right).
\]

It holds that \( v_l \neq 0, v_r \neq 0, \rho_l \neq 0, \rho_r \neq 0 \), and

\[
a_l \rho_l v_l = a_r \rho_r v_r, \quad \tag{D.17}
\]

\[
a_l v_l \left( \gamma E_l - \frac{\gamma - 1}{2} \rho_l(v_l)^2 \right) = a_r v_r \left( \gamma E_r - \frac{\gamma - 1}{2} \rho_r(v_r)^2 \right), \quad \tag{D.18}
\]

\[
\frac{\rho_l^{\gamma}}{E_l - \frac{1}{2} \rho_l(v_l)^2} = \frac{\rho_r^{\gamma}}{E_r - \frac{1}{2} \rho_r(v_r)^2}. \quad \tag{D.19}
\]

It can be checked that the numerical fluxes in our slope selecting method at interfaces \( j \pm \frac{1}{2} \) preserve the exact values due to the slope selecting strategy implemented in the method.

\[
m_{j-\frac{1}{2}} = a_l \rho_l v_l, \quad \quad e_{j-\frac{1}{2}} = a_l \rho_l (v_l)^2 + P_l a_l, \quad \quad f_{j-\frac{1}{2}} = v_l (E_l + P_l) a_l,
\]

\[
m_{j+\frac{1}{2}} = a_r \rho_r v_r, \quad \quad e_{j+\frac{1}{2}} = a_r \rho_r (v_r)^2 + P_r a_r, \quad \quad f_{j+\frac{1}{2}} = v_r (E_r + P_r) a_r,
\]

and the interface values of \( \rho, v, E, P \) defined for interface type source term approximation (4.116), (4.123) are

\[
\rho^*_{j-\frac{1}{2}} = \rho_l, \quad \rho^*_{j+\frac{1}{2}} = \rho_r, \quad v^*_{j-\frac{1}{2}} = v_l, \quad v^*_{j+\frac{1}{2}} = v_r, \quad \tag{D.20}
\]

\[
E^*_{j-\frac{1}{2}} = E_l, \quad \quad E^*_{j+\frac{1}{2}} = E_r, \quad \quad P^*_{j-\frac{1}{2}} = P_l, \quad \quad P^*_{j+\frac{1}{2}} = P_r. \quad \tag{D.21}
\]

Thus in this non-stationary steady state solution case, our slope selecting scheme for non-isothermal nozzle flow equations in the cell \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\) can be written as

\[
\frac{\partial_t (a\rho)}{\Delta x} + \frac{a_l \rho_l v_l - a_l \rho_l v_l}{\Delta x} = 0, \quad \tag{D.22}
\]

\[
\frac{\partial_t (a v)}{\Delta x} + \frac{(a_l \rho_l v_l^2 + P_l a_l) - (a_r \rho_r v_r^2 + P_r a_r)}{\Delta x} = \frac{1}{\Delta x} \int^{x_{j+\frac{1}{2}}} f^*_{j+\frac{1}{2}} P \hat{\alpha} dx, \quad \tag{D.23}
\]

\[
\frac{\partial_t (a E)}{\Delta x} + \frac{v_r (E_r + P_r) a_r - v_l (E_l + P_l) a_l}{\Delta x} = 0. \quad \tag{D.24}
\]

where \( \hat{P}, \hat{\alpha} \) are smooth functions on \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\) defined in Section 4.2.

The flux differences for \( a\rho \) and \( aE \) in schemes (D.22), (D.24) are zero due to (D.17), (D.19). Recall \( \hat{\rho}, \hat{v}, \hat{E} \) defined in Section 4.2. For steady state solutions satisfying one of conditions (4.111)-(4.113) described in Definition 4.2, the transonic fix in our source term approximation does not apply. So the endpoint values for
functions \( \hat{\rho}, \hat{v}, \hat{E} \) are given by (4.129), which are given by (D.20), (D.21). According to (4.130), the endpoint values of \( \hat{P} \) are \( P_{j \pm \frac{1}{2}}^* \) in (4.123), which are given by (D.21). Recall the identities (4.126), (4.127) and (4.128), the flux difference for \( a \rho v \) in scheme (D.23) can be calculated as

\[
\frac{(a_r \rho_r v_r^2 + P_r a_r) - (a_l \rho_l v_l^2 + P_l a_l)}{\Delta x} - \frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \hat{P} \hat{a}_x dx
\]

\[
= \frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \left[ (\hat{\alpha} \hat{\rho}(\hat{v})^2)_x + (\hat{P} \hat{a})_x - \hat{P} \hat{a}_x \right] dx
\]

\[
= \frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \left[ (\hat{\alpha} \hat{\rho} \hat{v}) \hat{\rho} \hat{v} + (\hat{\alpha} \hat{\rho} \hat{v}) \hat{v}_x + \hat{P}_x \hat{a} \right] dx
\]

\[
= \frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} \left[ H_x \hat{v} + \hat{\alpha} \hat{\rho} \left( \hat{v} \hat{v}_x + \frac{\hat{P}_x}{\hat{\rho}} \right) \right] dx
\]

\[
= \frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} [H_x \hat{v} + \hat{\alpha} \hat{\rho} (T_1 + T_2)] dx,
\]

(D.25)

where \( T_1, T_2 \) are defined as

\[
T_1 = \hat{\rho} \hat{v} \hat{v}_x + \frac{\gamma}{\gamma - 1} \left( \frac{\hat{P}}{\rho} \right)_x, \quad T_2 = \frac{\hat{P}_x}{\hat{\rho}} - \frac{\gamma}{\gamma - 1} \left( \frac{\hat{P}}{\rho} \right)_x.
\]

\( T_1 \) can be evaluated as

\[
T_1 = \hat{\rho} \hat{v} \hat{v}_x + \frac{\gamma}{\gamma - 1} \left( \frac{\hat{P}}{\rho} \right)_x = \left( \frac{1}{2} \hat{\rho} (\hat{v})^2 + \frac{\gamma}{\gamma - 1} \frac{\hat{P}}{\rho} \right)_x
\]

\[
= \left( \frac{1}{2} \hat{\rho} (\hat{v})^2 + \frac{\gamma}{\gamma - 1} \frac{\hat{E} - \frac{1}{2} \hat{\rho} (\hat{v})^2}{\rho} \right)_x = \left( \frac{\hat{G}}{\hat{H}} \right)_x.
\]

(D.26)

\( T_2 \) can be evaluated as

\[
T_2 = \frac{\hat{P}_x}{\hat{\rho}} - \frac{\gamma}{\gamma - 1} \left( \frac{\hat{P}}{\rho} \right)_x = -1 \frac{\hat{P}_x}{\rho} + \frac{\gamma}{\gamma - 1} \frac{\hat{P}}{\rho}^2 \hat{a}_x
\]

\[
= \frac{1}{\gamma - 1} \left( \frac{\hat{P}}{\rho} \right)^{\gamma+1} \left( \frac{\hat{P}_x (\hat{\rho})^{\gamma} - \hat{P} (\hat{\rho})^{\gamma-1} \hat{\rho}_x}{\hat{P}} \right)
\]

\[
= \frac{1}{\gamma - 1} \left( \frac{\hat{P}}{\rho} \right)^{\gamma+1} \left( \frac{\hat{\rho}}{\hat{P}} \right)_x = \frac{1}{(\gamma - 1)^2 (\hat{\rho})^{\gamma+1} F_x}
\]

(D.27)

Together with (D.25), (D.26) and (D.27), the flux difference for \( a \rho v \) in scheme (D.23) is calculated to be

\[
\frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} H_x \hat{v} + \hat{\alpha} \hat{\rho} \left( \frac{\hat{G}}{\hat{H}} \right)_x + \frac{1}{(\gamma - 1)^2 (\hat{\rho})^{\gamma+1} F_x} \right] dx.
\]

(D.28)
Finally recall the definitions of $H, G, F$ (4.125) and the facts (D.17), (D.18) and (D.19), one knows $H, G, F$ indeed are constants in the cell $[x_{j-1/2}, x_{j+1/2}]$. So the function in the integration (D.28) is identically zero and the flux difference for $aqv$ in scheme (D.23) is zero. Thus this non-stationary steady state solution is exactly preserved by our slope selecting scheme described in Section 4.2.
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