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Abstract:

It is well known that second order optimality conditions play a

crucial role in the numerical analysis of optimization problems. They
are an essential tool to analyze the convergence order of algorithms
as well as to derive discretization error estimates. In this talk, we are
concerned with second order optimality conditions for control
problems. As in any infinite-dimensional optimization problem, we
have to take care of the so-called two-norm discrepancy and some
other differences to the finite-dimensional optimization. The direct
application of the methods and theorems of abstract optimization
theory to control problems has frequently lead to results that are not
optimal. We will present some improvements of these results that are
meaningful for the applications. In the second order analysis of an
optimal control problem, we have to distinguish two cases depending
whether the Tikhonov regularizing term is present or not in the cost
functional. In the first case, the second order optimality conditions
for the control problems are very close to that of the
finite-dimensional optimization problems. However, in the absence of
the Tikhonov term, the situation is very different: the gap between
the necessary and sufficient conditions is bigger, and the formulation

of the second order conditions is unexpected.

SR KR A !



