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Abstract： 
In this talk, a new algorithm for solving vector optimization 

problems without restrictions is proposed. This algorithm 

can be seen as extension, to vector optimization, of the well 

known non-linear conjugate gradients method. We will 

formulate this algorithm with standard Wolfe condition in 

the line search. We will show that the algorithm is of 

descent-direction-type, that, assuming that at each iteration, 

the line search with standard Wolfe condition is successful, 

that the Jacobian is Lipschitzian and that a condition of 

bellow boundedness is valid, then a property, analogous to 

the Zoutendijk condition, is true, and therefore, the 

algorithm is globally convergent. This work is the 

starting-point of a project that has the goal of formulate 

effcient algorithms for vector optimization, in the sense of 

relatively cheap fnding of one optimal Pareto point. As it is 

well known, the conjugate gradients methods are usefull, 

when this fact is proved computationally. This second part of 

the project remains as work for the future. 
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