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Abstract： 

This paper is concerned about structured rank minimization 

problems. For this class of NP-hard problems, we reformulate it as 

an MPGCC (mathematical program with a generalized 

complementarity constraint), and show that the penalty version of 

this MPGCC, yielded by moving the generalized complementarity 

constraint to the objective, is exact in the sense that it has the same 

global optimal solution set as the MPGCC does when the penalty 

parameter is over a threshold. By solving this exact penalty problem 

in an alternating way, we propose a multi-stage convex relaxation 

approach to structured rank minimization problems, which involves 

a semi-nuclear norm minimization at each iteration. For the 

proposed multi-stage convex relaxation approach, under a restricted 

eigenvalue condition, we establish an error bound on the Frobenius 

norm for the optimal solution of the kth subproblem, and then 

quantify the reduction of the bounds yielded by the _rst stage convex 

relaxation (which is exactly the nuclear norm convex relaxation) in 

the subsequent stages. In particular, we also establish the geometric 

convergence of the multi-stage convex relaxation approach. Finally, 

numerical results are reported for several classes of structured 

low-rank matrix recovery problems to con_rm the theoretical results. 
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