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Abstract： 

In this talk, we start with describing what have already been known 

in the literature on the linear convergence rate of proximal 

augmented Lagrangian method (ALM) and alternating direction 

method of multipliers (ADMM) for solving convex optimization 

problems. We shall explain that a complete picture for piecewise 

quadratic convex optimization problems could be drawn explicitly in 

early nineties of last century.  The beautiful theory developed by 

Robinson on piecewise polyhedral functions and the sub-differential 

characterization of piecewise quadratic convex functions established 

by J. Sun and Rockafellar play important roles in drawing this 

picture. We then introduce new developments on semi-proximal 

ALM and ADMM  beyond the reach of proximal point algorithms.  

These new developments make possible the applications of 

semi-proximal ALM and ADMM to multi-block convex optimization 

problems such as the convex quadratic semidefinite programming 

with doubly non-negative constraints. Finally, we shall provide a 

roadmap to prove the linear convergence rate of the cited algorithms 

for non-piecewise quadratic convex optimization problems. This 

roadmap heavily relies on our deep understanding on second order 

variational analysis. 

报告受数学卓越中心资助 

欢迎大家参加！ 


