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Abstract： 

Clustering is to classify data into groups according to 

a predefined distance or similarity measure. It has 

wide applications in data mining, pattern recognition, 

image processing and other machine learning 

areas.  The most important clustering model is 

arguably the classic K-means model which is a 

discrete optimization problem (and NP-hard in the 

worst case).  In this work, for the squared Euclidean 

distance we introduce an equivalent continuous 

nonconvex optimization model and devise an 

ADMM-type algorithm for it.   Preliminary 

numerical results indicate that in comparison to the 

classic Lloyd algorithm which has been the method of 

choice for decades, our algorithm offers not only 

higher clustering accuracy, but also significant 

speedups due to improved scalability. (this is a joint 

work with Feiyu Chen, Liwei Xu, and Taiping Zhang 

at CQU) 
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