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Abstract:

Stochastic gradient descent (SGD) is a widely used

optimization algorithm in machine learning. We
proposed an algorithm called stochastic accelerated
gradient descent (SASGD), which accelerated SGD by
combining three techniques: variance reduction,
Nesterov’s acceleration method and coordinate
descent. In order to improve the training speed or
leverage larger-scale training data, we also studied
asynchronous parallelization of SASGD and proposed
asynchronous accelerated SGD (AASGD). Both
theoretical and experimental results show that
SASGD outperforms other stochastic gradient
descent algorithms. Compared with SASGD, AASGD
can achieve near linear speedup. Finally, I will briefly
introduce our ongoing work on asynchronous
parallelization of proximal SGD with variance

reduction.
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