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Abstract:

First-order methods have recently been very popular for solving

large-scale optimization problems, partly due to its low per-iteration
complexity. It has been well known that for smooth convex problems
without constraint or with simple-to-project constraint, the best
convergence rate of first-order methods is O(1/k”2), where k is the
number of gradient evaluations. In this talk, I will first present a
linearized augmented Lagrangian method for affinely constrained
convex problems. Each iteration, it performs linearization to the
smooth part of the objective function but not to the augmented term.
It enjoys O(1/k”~2) ergodic convergence rate in terms of both
objective and feasibility error. Then I will show that if the augmented
term is also linearized, O(1/K) is a lower complexity bound, and thus
O(1/k"2) convergence rate is generally impossible to achieve. Finally,
I will present an optimal first-order method for solving smooth
convex programs with both affine and nonlinear functional
constraints. Its complexity matches with the lower bound.

Comparison to existing works will be discussed.
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