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An Efficient Semismooth Newton’s
Method for Support Vector Machine
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Abstract:

SVM is an important and fundamental
technique In machine learning. In this
talk, we apply a semismooth Newton
method to solve two typical SVM
models: the L2-loss SVC model and the
$\epsilon$-L2-loss SVR model. A
common belief on the semismooth
Newton method is its fast convergence
rate as well as high computational
complexity. Our contribution is that by
exploring the sparse structure of the
models, we significantly reduce the
computational complexity, meanwhile
keeping the quadratic convergence rate.
Extensive numerical experiments
demonstrate the outstanding
performance of the method.
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