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Abstract:

In this talk, we iIntroduce the
symmetric low rank product model
for dominant eigenspace calculation
Into the online principal component
analysis (PCA) problem. Two
Gauss-Newton  algorithms  with
dimilishing stepsize and adaptive
stepsize are proposed, respectively.
We construct the global convergence
of the diminishing version and show
Its  robustness.  Moreover, the
adaptive version illustrates its
extraordinary numerical
performance. Finally, we propose a
variance reduced version of the SGN
which 1s of diminishing variance
without full gradient calculation.
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