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The matrix LASSO, which minimizes a least-squares loss function
with nuclear-norm regularization, offers a generally applicable
paradigm for high-dimensional low-rank matrix estimation, but its
efficiency is adversely affected by outlying observations and
heavy-tailed distributions. This talk introduces a robust procedure by
incorporating a Wilcoxon-type rank loss function that relaxes the
distributional conditions on random error from sub-exponential or
sub-Gaussian to more general distributions. A by-product feature of
this procedure is that the gradient function of the rank based loss
function is completely pivotal, which allows us to obtain appropriate
tuning parameter via a simulation method. Under a unified
framework which includes matrix regression, multivariate regression
and matrix completion as special examples, we establish finite-sample
error bounds with a nearly-oracle rate for the new estimator with the
simulated tuning parameter. We develop a proximal gradient descent
algorithm that is able to yield accurate results with low computation
expenses. Theoretical and numerical results indicate that the new
estimator can be highly competitive among existing methods,
especially for skewed errors.
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