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Abstract： 
In thess talks, I will present the understandings about gradient-based 

optimization algorithms from the continuous prespective. 

(1) Nesterov's accelerated gradient descent is one of the most 

beautiful but mysterious algorithms. It is an important question to 

understand the acceleration phenomena behind Nesterov's "Estimate 

Sequence". Here, I will show the understanding from the ODE 

techniques. The key point is the introduction of first-order 

approximation, which leads to the discovery of gradient correction. 

Also, I will present the phase-space representation is the core 

technique connecting the continuous ODE and the discrete 

algorithms. Meanwhile, I will present the dimensional analysis from 

physics is used to discriminatethe inequality intuitively. 

(2) Stochastic gradient descent succeeds in the nonconvex 

optimization, especially in deep learning. Here, I will, from the 

continuous perspective, show the key characteristics of SGD --- 

learning-rate dependent noise, contrasting to GD and SGLD. The 

evolutive beahvior of the expectation is different from the single 

particles. The noise plays the essential role to make the particles 

jump out of local minima through the lowest saddle. Meanwhile, the 

learning rate leads to the convergence rate can be quantified. Finally, 

I will show the learning rate will sharply change the convergence 

rate. 
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